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Panel Introduction 

 
Recent advancements in Large Language Models (LLMs) have opened significant 
research opportunities within the field of media and communication studies. LLMs offer 
the capacity to conduct large-scale content classification and annotation with low 
computational expertise and reduced manual coding efforts, potentially allowing more 
possibilities for researchers in social sciences to explore understudied topics (Bail, 2023; 
Chang et al., 2024). Because of its functioning and vast training in distinct domains and 
languages, LLMS also potentially unlocks more generalizable, complex, and diverse 
analyses across various communication materials compared to previous computational 
tools and approaches (Chang et al., 2024). These materials encompass a wide spectrum, 
ranging from journalistic content to the digital discourse of political actors and social 



media conversation threads. At the same time, LLMs also raise important concerns with 
potential biases, data privacy, models’ transparency, environmental impact, and power 
imbalances (Jameel et al., 2020; Fecher et al., 2023). Despite the increasing discussion 
around these models, there is a clear need for more dialogue that bridges empirical 
research and in-depth elaborations specifically for media and communication scholars 
(Gil de Zúñiga et al., 2024; Guzman and Lewis, 2020).  
 
Our panel assembles a collection of diverse studies that harness LLMs to tackle text 
classification and annotation tasks related to media and communication problems, issues, 
and topics. These research papers engage in an exploration of: (a) pipeline structuring: 
diverse methodologies for structuring effective pipelines tailored to this form of analysis; 
(b) tools and models comparison: comparisons of the various LLMs tools and models 
available for text classification and annotation, highlighting their strengths and 
weaknesses; (c) optimal variables and tasks: identifying the variables and tasks where 
LLMs demonstrates exceptional performance and reliability; (d) limitations: discussions 
on the existing limitations of these tools, including limitations related to specific tasks, 
variables, languages and data formats; (e) prompt development: strategies for 
developing, adapting and adjusting prompts that allows better results for specific tasks; 
and (e) ethical and political dimensions: an examination of the ethical and political 
considerations inherent in the deployment of LLMs in communication research. 
 
Ahrabhi Kathirgamalingam and colleagues (Paper 1) examines how biases in coding 
decisions arise from both human coders and Large Language Models (LLMs) when 
analyzing racism in news media. They investigate the influence of human coders' lived 
experiences and awareness of discrimination on their annotations, the role of persona 
assignments in shaping LLM coding biases and compares the biases of human coders 
and LLMs to understand differences in annotation decisions and the effect of text 
properties. Findings reveal systematic variation in human annotations linked to lived 
experience and awareness, as well as significant impacts of persona assignments on 
LLM outputs. The study emphasizes the importance of accepting systematic 
disagreement in annotations and offers recommendations to enhance the validity of 
both manual and automated analyses of constructs of marginalization, aiming to 
improve discrimination research and inform policies for equity. 
 
Bruna Silveira de Oliveira and colleagues (Paper 2) investigate the potential of Large 
Language Models (LLMs) to analyze Brazilian masculinist ("manosphere") podcasts, a 
digital media space used by extremist groups to propagate misogynist ideologies. 
Drawing from a sample of 2,490 episodes, the research focuses on the interplay 
between legitimacy, intolerance, and recognition within these podcasts. The 
methodology includes automated transcription, speaker diarization, and the creation of 
a nuanced codebook covering variables like "presence of intolerance" and "object of 
intolerance." A reliability test validated the codebook, and LLMs were iteratively refined 
through prompt adjustments to improve agreement with human coders. Preliminary 
findings highlight the need for detailed prompts to enable LLMs to capture both explicit 
and implicit manifestations of intolerance, such as the denial or minimization of 
oppression. The study then shows the importance of combining human expertise and 
machine automation for analyzing sensitive extremist narratives - offering scalable 



methods while mitigating the mental health risks for researchers exposed to toxic 
content. 
 
Myself (Tariq Choucair) and colleagues (Paper 3) focused on stance detection across 
languages and platforms. By leveraging LLMs' training across diverse linguistic and 
contextual domains, the research evaluates their ability to generalize without language-
specific training data. Two case studies are conducted: one analyzing multilingual 
election campaigns (in Brazilian Portuguese, Australian English, Danish, and Peruvian 
Spanish) and another examining platform-specific text variations in Australian Voice to 
Parliament referendum discussions across Facebook, Instagram, Twitter, and YouTube. 
Preliminary findings reveal that fine-tuning LLMs significantly improve their performance 
in the source language (English), with models achieving notable F1 score 
improvements. Cross-lingual tests show that larger models like GPT-4o maintain strong 
adaptability (e.g., high F1 scores in Portuguese), whereas smaller models like Mistral 7b 
underperform in cross-lingual contexts. However, smaller models demonstrate 
competitive performance in specific tasks within the source language post-fine-tuning, 
indicating that model size is not always the determinant of success.  
 
Hendrik Meyer and colleagues (Paper 4) use LLMs for detect stances in journalistic 
coverage of climate protests, focusing on the movements "Last Generation" (LG) and 
"Fridays for Future" (FFF) in Germany, which employ differing protest strategies. Using 
a dataset of ~12,000 German-language news articles, the research evaluates the 
validity of zero-shot LLM classifications (e.g., GPT-4) in identifying stances, compares 
their performance to human coders, and explores how media portrayals differ for the 
two movements. Preliminary findings reveal that LLMs achieve strong alignment with 
human coders. Ethical considerations, including the challenges of detecting stances and 
the accessibility of larger versus smaller models, are discussed as the researchers 
develop a stance classifier using a smaller model, marking progress in scalable, 
nuanced and ethical analysis of politically charged media coverage.  
 
Fabio Giglietto and colleagues (Paper 5) concludes the panel by reflecting on their 
investigation of the role of social media, particularly Facebook, in shaping exposure to 
and engagement with political news during the 2018 and 2022 Italian elections, 
employing large language models (LLMs) to address key methodological challenges. It 
examines 84,874 URLs shared during these periods, categorizing them into political and 
non-political content through a fine-tuned binary classifier. Using text embeddings and 
k-means clustering, the study groups and labels political URLs, with human coders 
assessing cluster validity. Giglietto and colleagues call attention to three primary 
challenges of LLM-based methodologies: the Swiss Army Knife Dilemma (balancing 
general-purpose flexibility with task-specific validation), the Granularity Spectrum 
Problem (managing the variability in clustering specificity), and the Expertise Paradox 
(reconciling LLM and human coder competencies).  
 
This panel puts together valuable efforts of different research groups across the world to 
not only use, but also reflect on the use of LLMs in Communication studies. They show 
important avenues for the field to think about different approaches to validity, ethics and 
truthful cooperation between humans and computational models without erasing the 
challenges and disagreements.  
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Part of social reality, and therefore a central subject of social scientific measurement, 
are constructs of marginalization, such as forms of discrimination, intersections of such, 
hate speech, incivility, and other types of communication potentially affecting 
marginalized groups. For these constructs of marginalization critically related to social 
justice, robust and valid measurement holds the power to provide evidence and 
explanations that can inform policy and promote equity (Scharrer & Ramasubramanian, 
2021). To study such constructs, researchers often rely on manual quantitative content 
analysis. Besides, automated content analysis is more and more frequently used. 
Implementing such an algorithmic approach, however, often requires a larger number of 
manually annotated data. 
 
The quality of human coding in terms of reliability and validity has long been the focus of 
methodological debates. Previous research indicated that next to the type of construct 
(e.g., Niemann-Lenz et al., 2023; Potter and Levine-Donnerstein, 1999) and the coder 
training and instructions (e.g., Lind et al., 2017), it is especially various coder-level 
characteristics (e.g., Niemann-Lenz et al., 2023, Peter et al., 2002) that are major 
influencing factors for the agreement or disagreement of coders. In this project, we add 
to this literature by investigating how coder-level characteristics impact the coding of 
racism in news media texts. We inspect more specifically how characteristics like 
coders’ lived experience and awareness to discrimination impact coders' decisions on 
whether a news text is considered to include racism or not (RQ1).  
 
As generative Large Language Models (LLMs) are increasingly being introduced to 
assist in content analysis tasks and are reported to be competitive with student and 
crowdworkers (Gilardi et al., 2023), we additionally investigate LLM coding performance 
specifically for coding racism in news media texts. More and more studies not only 
discuss the potential of LLM-based coding but also sources for variation when 
prompting the model repeatedly to code the same text (e.g., Reiss, 2023). Furthermore, 
issues such as selection and labeling bias (Hovy & Prabhumoye, 2021) also play a role. 
Assigning personas by enriching prompts with characteristics of human (e.g., political 
leaning) is increasingly studied (e.g., Beck et al., 2024; Deshpande et al., 2023; Gupta 
et al., 2024) and offers an interesting avenue for investigating coder bias. Relying on 



this technique, we ask how persona assignments, compared to default models, 
influence variations in annotation decisions by LLMs for constructs of marginalization 
(RQ2).  
 
Since LLMs currently are still primarily considered as an augmentation to human coders 
and to account for potential text property-driven variation, thirdly (RQ3), we ask how 
annotation decisions by LLMs and human coders compare regarding the presence and 
extent of coder bias in the detection of racism and how text properties might explain 
differences. 
 
To investigate RQ1 and RQ2, we conduct two studies and compare their results in a 
third part for RQ3. To explore the sources of disagreement in human coding of racism 
(Study 1), we conducted a survey with 164 paid crowdworkers and 360 coding tasks. 
Before explaining the coding task to the participants, they were asked to complete a 
pre-questionnaire. For measuring coder-level characteristics, we included items to 
assess if coders are negatively affected by racism, their political attitudes, awareness of 
racism, and prior coding experience. Control variables measured were age, gender, 
education background and migration background. The pre-questionnaire was followed 
by a coder training with definitions and examples of racism in news media. The 
crowdworkers were asked to code 15 short paragraphs as racist or not. The short 
paragraphs were randomly selected from German mainstream (Bild, TAZ, Welt) and 
online far-right alternative news media (Junge Freiheit, PI News, zuerst). The selected 
outlets in each category are well-known and have a high reach in Germany. Further, the 
randomly selected paragraphs each contain a cue representing a potential target group 
of racism (e.g., ‘migrant’).  
 
For study 2, we use the insights from our human coding to design persona-based 
prompt experiments to explore biases in the annotations produced by LLMs 
systematically. We include two LLMs (GPT-3.5 and GPT-4o) to evaluate currently 
popular models. Based on the insights of our human coding, we create distinct 
personas based on combinations of the characteristics introduced in our human coding 
survey (experience, awareness, age and education) that are set as system parameters 
to the LLMs prior to coding. We prompt with the exact details provided to the human in 
our survey and gather five annotation decision generation per persona for the above-
described 360 news media paragraphs. Thus, we enable the exploration of the 
alignment of LLM coding decisions with assigned persona profiles and differences 
between the LLMs.  
 
Lastly, we compare human and persona-based LLM coding decisions from Study 1 and 
2 by examining overlaps in annotation decisions and qualitatively exploring text 
properties that led to significant deviations between human and LLM annotations. 
 
Our findings underscore the necessity of giving careful consideration when selecting 
coders, whether human or AI, to capture and analyze constructs of marginalization. We 
find that being affected by or being aware of marginalization causes systematic variation 
in human annotations, while persona assignment significantly impacts LLM outputs. As 
a key takeaway from our study, we argue to "agree to disagree", meaning to accept and 



even intentionally introduce valid and systematic disagreement or variation in annotation 
decisions.  
 
By offering more specific recommendations, we seek to strengthen the integrity and 
validity of manual and automated content analysis of constructs of marginalization. With 
improved measurement, communication research can better identify patterns of 
discrimination and inform policy toward a more equitable society.  
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Introduction 
 
Extremist groups often construct their identities by disseminating their narratives in 
media environments (Berger, 2018; Bolet & Foos, 2023; Peterka-Benton & Benton, 
2023), and podcasts are a crucial format to do so. Podcasting is one of the leading 
digital media practices of the 21st century (Llinares et al., 2018), although it has yet to 
be studied compared to other communicative practices. In this work, we analyze 
Brazilian masculinist (or Brazilian manosphere) podcasts, arguing that the claims of 
extremist groups can be analyzed computationally with varied and complex variables 
with the assistance of a large language model (LLM). The so-called manosphere is an 
extremist set of misogynist movements that originate and operate on the internet to 
address issues aligned with masculinity (Nagle, 2017; Marwick & Caplan, 2018; Ribeiro 
et al., 2020; Tranchese & Sugiura, 2021; Vilaça & D'Andréa, 2021; Thorburn, 2023). We 
started from 34,060 podcast episodes from Deezer, Google Podcasts, Soundcloud, 
Spotify, YouTube, Apple Podcasts, Listen to Notes, Bit Chute, MGTOW TV, and 
Castbox and used a proportional stratified random sample of 2,490 episodes. 
 
In general terms, the ideology of the manosphere is based on the belief that 
contemporary society gives women too much power, coupled with biologically 
essentialist interpretations and pseudo-scientific concepts from evolutionary psychology 
about relationship patterns, especially heterosexual ones (Thorburn, 2023). The feeling 
of victimization and persecution is constantly evoked (Barcellona, 2022; Ging, 2019; 
Marwick & Caplan, 2018; Tranchese & Sugiura, 2021; Vilaça & d'Andréa, 2021). 
Masculinist groups believe that there is a conspiracy involving the government, 
educational institutions, the judiciary and even the church to protect women and attack 
men. They also claim that this dynamic is a kind of social engineering. Our research 
concerns the triad between legitimacy, intolerance and recognition and seeks to 
investigate how the demands of Brazilian masculinist groups, despite being intolerant, fit 
into the search for legitimacy and can lead to false struggles for recognition.  
 
Justification, Research Questions and Methods 
 
Content analysis requires data preparation and an accurate coding process for possible 
methodological replicability (Bardin, 2016; Krippendorff, 2018; Maia, 2023; Neuendorf, 
2002; Sampaio & Lycarião, 2021). However, empirical research can be challenging to 



carry out efficiently due to the speed at which content is produced, especially with the 
rise of extremism on social media platforms (Bolet & Foss, 2023; Conway, 2016; 
Gaikwad et al., 2021; Leitch & Pickering, 2022). Because of its automation potential, 
using LLMs can facilitate the process. Summing with the scale-up, another advantage of 
using LLMs for content analysis in extremism studies is the tentative reduction of the 
impact on the people who analyze data on online extremism (Pearson et al., 2023). 
 
Considering these potentials and the discussion about the LLM's ability to identify 
nuances in pronouncements (Chew et al., 2023; He et al., 2023; von der Heyde, 2023), 
we ask: 
 
RQ1: To what extent can LLMs be used to identify detailed variables of intolerance and 
perception of harm related to struggles for recognition? 
 
RQ2: What errors, limitations and difficulties were encountered in the coding process? 
 
Our study is divided into five phases. The first was the automated transcription of the 
episodes, using Whisper. Beyond the transcription, we also diarized the episodes to 
differ between speakers. The second was constructing the codebook, which has 
seventeen categories, including, for instance, “presence of intolerance,” “object of 
intolerance,” “type of intolerance,” and “what audience is the episode aimed at.” The 
third phase, the reliability test to validate the codebook, was conducted between two 
human coders, with sufficient agreement in all variables. The fourth phase was the code 
validation between humans and LLM. To make this comparison, we coded a sample of 
50 podcast episodes, and then the specific GPT 4 model coded the same sample. The 
method was to adjust the prompt until the model could present a higher agreement with 
the human coders. After dozens of rounds, we reached sufficient agreement on all 
variables. The fifth and final stage is the application to the 2,490 episodes. 
 
Preliminary Results 
 
Refining our use of LLMs to assist the analysis of Brazilian masculinist podcasts 
included an iterative process of prompt adjustment. The complexity of the concepts 
under study and their respective variables we sought to analyze had significant 
challenges. These variables spanned a broad spectrum, from direct manifestations of 
intolerance (e.g., discursive violence towards specific sub-groups like older women, 
trans women, and solo mothers) to more nuanced expressions, such as the denial of 
oppression or violence against women. To show this, we present the process of one of 
the variables, “presence of intolerance.”  
 
Our initial prompt in Portuguese, translated to English, was: "This transcription is from a 
single podcast episode. Analyze the content to identify any manifestations of 
intolerance." However, this needed to adequately capture the cases manual coders 
identified. It was too broad and failed to capture the subtleties of intolerance, particularly 
in cases where oppression or violence was denied or minimized. 
 
Recognizing this limitation, we started a qualitative refinement process for a prompt that 
would better guide the LLM in identifying explicit and implicit forms of intolerance. The 



revised prompt, translated to English, reads: "Please analyze the following transcription 
of a podcast episode with special attention to any manifestations of intolerance against 
women. This includes, but is not limited to, foul language directed at women, harmful 
gender stereotypes, denial or minimization of the oppression suffered by women, 
personal attacks based on gender, and incitations to violence against women. We 
consider manifestations of intolerance to include not only explicit statements but also 
subtle insinuations, derogatory jokes, perpetuation of negative stereotypes, and 
disqualification of women's experiences or feelings. Be detailed in your analysis and 
justify your answer with specific examples from the transcription when applicable. 
Please identify any form of intolerance against women in the transcription, with specific 
examples and justification." 
 
This transformation of the prompts from a generic request for intolerance identification 
to a detailed, nuanced directive had significant implications. It required the model to 
engage in a deeper, more critical analysis of the content, considering the explicit and 
implicit ways in which intolerance could be manifested. The detailed prompt encouraged 
the model to discern subtle insinuations of intolerance and to justify its conclusions with 
specific examples from the text, enhancing the reliability and depth of the analysis. The 
evolution of our prompts showed the importance of qualitative, iterative processes in 
using LLMs for communication research, especially if dealing with sensitive and 
complex concepts like intolerance and extremist groups.  
 
This work implies five conclusions remarks: i) the importance of podcast analysis – it is 
a cultural media phenomenon characterized by the closeness between the speaker and 
the audience, presented in an appealing and easily accessible format; ii) the use of 
LLMs to analyze claims by extremist groups reduces the impact on researchers' mental 
health, who would otherwise be exposed to more toxic data without this automated 
process. iii) the possibility of large-scale analysis; iv) the interpretative flexibility 
provided by the analytical process, which allows us to carry out more elaborate 
qualitative analyses; v) and finally, the collaboration between humans and machines is 
crucial in this methodological process. Human input was essential for calibration and 
adjustments at every operational stage. In other words, automating processes do not 
eliminate the need for human labor. 
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Supervised Machine Learning Gaps and LLMs Potential 
 
In recent years, communication studies have increasingly used supervised machine 
learning (SML) algorithms to analyze online political messages at scale (e.g., Baden et 
al., 2020; Rytting et al., 2023). Compared to dictionary-based or unsupervised 
approaches, SML offers distinct advantages for studying the content of communication 
in specific contexts. It enables researchers to automatically apply categories that are 
anchored in existing theory and provides flexibility in capturing the complexity of textual 
data (Stromer-Galley & Rossini, 2023), as researchers can better control the variables 
included in the model. These strengths make supervised methods valuable for social 
science research in general and media and communication studies particularly. SML 
facilitates processing large text volumes based on comparatively small amounts of 
human-labelled training data. However, there are still challenges and limitations within 
the state of the art. In this study, we highlight two.  
 
First, as SML approaches in media and communication studies are relatively new, there 
are specific tasks, types of content, and contexts to which they have not yet been 
applied. Specifically, there is a strong Anglocentric language bias, with the majority of 
studies analysing only English text data (Alslaity & Orji, 2024; Baden et al., 2022). 
Second, operationalization validity may suffer as scholars often rely on manual creation 
of training data sets as the source for the classification (Baden et al., 2022). While 
complex constructs arising from theory necessitate careful consideration and adaptation 



to be operationalized in empirical research, machine learning algorithms in general rely 
strictly on manually labelled data to perform classification tasks, which can themselves 
be limited by the researchers’ own biases. The characteristics of this data will dictate 
how the model will perform, but language can be articulated in countless ways, 
including, for instance, through irony, sarcasm, slang, colloquialisms and metaphors. 
SMLs identify patterns that correlate with provided classifications but may overlook valid 
linguistic variations. Generalization is compromised, as these methods do not “build 
upon an intuitive understanding of textual meaning” (Baden et al., 2022, p. 3). In 
summary, the model works based on training data – specific examples - and rather than 
the concept itself under investigation. New Large Language Models (LLMs) could 
address these issues. 
 
LLMs, unlike supervised models reliant on task-specific training data, are trained in vast, 
varied text across domains and, importantly, languages. Despite a persistent English 
bias (Liang et al., 2023), training with other languages at least occurs to some extent 
and within the same model (i.e., the same model is trained on documents from different 
languages), making cross-language analysis more plausible than with previous tools 
and SML approaches. For example, an LLM trained on a vast corpus of political 
discourse across different languages could be used to analyse political messages in a 
new language, a task for which a supervised model would need coded training data in 
that language. Second, LLMs are trained using techniques like self-supervised learning, 
where they learn by interacting with and predicting patterns in unlabeled data. This 
approach allows them to develop a more complex and flexible interpretation of human 
language, moving beyond a reliance on manually labelled datasets. An advancement in 
this domain has been the transformer architecture (Vaswani et al.'s, 2017). 
Transformers employ a self-attention mechanism that enables models to weigh the 
importance of different parts of a sentence or sequence, thereby grasping contextually 
rich meanings embedded in the text. For instance, when analysing political messages to 
perform a stance detection, these models can discern not just specific keywords 
associated with each stance, but also the context and subtle issue positionality (e.g., 
against or in favour of an issue) potentially leading to more advanced interpretations of 
communication. 
 
It’s key to measure if and how LLMs improve generalization across languages by 
analysing diverse texts without needing language-specific training data. This possible 
flexibility extends to platform content types as well. For example, LLMs can potentially 
seamlessly adapt to the brevity and slang of Twitter, the multiple text fields structure of 
Facebook posts, or the specific tone of Youtube videos. Unlike other approaches that 
might require platform-specific trained models, LLMs can potentially generalize across 
both languages and platform formats. 
 
Stance Detection towards Diverse Target Categories 
 
Stance Detection is a crucial task within political text classification, where the goal is to 
identify the author's attitude (stance) towards a given target in a given message. In 
political communication, understanding whether a message supports, opposes, or is 
neutral towards a particular entity (such as a policy or candidate) is important for 
comprehending public opinion, polarisation, and discourse dynamics. This task, 



however, poses significant challenges for traditional supervised machine learning (SML) 
models, particularly due to linguistic diversity and the need for nuanced contextual 
understanding. In this paper, we evaluate the performance of multiple LLMs on the 
target-stance detection task, examining their ability to generalize across languages and 
platforms, which is critical for scaling political communication research beyond 
Anglocentric and platform-specific confines. 
  
Research Design 
 
We conduct two case studies. The first explores the generalizability and the broader 
applicability of LLMs across different languages. We analyzed online election 
campaigns by political leaders from four different countries, each with a distinct 
language (Brazil, Australia, Denmark, and Peru). This comparison seeks to understand 
how well LLMs can adapt and perform in varying linguistic contexts. The second case 
study focuses on generalizing and ensuring broader applicability across different nature 
of posts (different types of posts within and across platforms). We analyse the 
discussions about the Voice to Parliament referendum in Australia in four major social 
media platforms: Facebook, Instagram, Twitter, and YouTube. By doing so, we assess 
the models' ability to interpret and classify political content that varies not only in format 
but also in the characteristics of communication that each platform may present. 
 
For each study, we fine tune different LLMs with manual annotated data in the source 
category (i.e., English for the first study, and Facebook for the second study). We then 
test the fine-tuned model over expanded categories (Portuguese, Spanish, and Danish 
for the first study, and Twitter, Youtube, and Instagram for the second). The chosen 
models for this study are: gpt-4o, gpt-4o-mini, gpt-3.5-turbo, phi-3, mistral 7b. The 
selection criteria were to include state of the art models, as well as small models with 
good performance in related tasks, to evaluate both scalability and efficiency. 
 
Preliminary Findings 
 
The preliminary results for suggest that fine-tuning significantly improves the 
performance of LLMs in the source language (English), aligning them more closely with 
human benchmarks. For instance, GPT-4o initially outperformed others with F1 scores 
of 0.67, 0.63, and 0.53 for the classes "favour," "against," and "neither" respectively, but 
improved to 0.74, 0.78, and 0.67 with fine-tuning. Similarly, the smaller Mistral 7b model 
showed notable improvements post-tuning, achieving F1 scores of 0.7, 0.72, and 0.65. 
This shows that bigger models are not always needed. However, when tested in 
Portuguese (the only non-English language assessed so far), the fine-tuned GPT-4o 
demonstrated strong cross-lingual adaptability with F1 scores of 0.88, 0.84, and 0.89, 
whereas the smaller models suffered significantly, with Mistral 7b, for instance, scoring 
only 0.43, 0.42, and 0.38. This shows the challenges smaller models face in cross-
lingual generalizability. These findings are still a work in progress, with analyses in other 
languages pending. 
 
References 
 



Alslaity, A., & Orji, R. (2024). Machine learning techniques for emotion detection and 
sentiment analysis: Current state, challenges, and future directions. Behaviour & 
Information Technology, 43(1), 139–164. 
https://doi.org/10.1080/0144929X.2022.2156387  
 
Baden, C., Kligler-Vilenchik, N., & Yarchi, M. (2020). Hybrid Content Analysis: Toward a 
Strategy for the Theory-driven, Computer-assisted Classification of Large Text Corpora. 
Communication Methods and Measures, 14(3), 165–183. 
https://doi.org/10.1080/19312458.2020.1803247  
 
Baden, C., Pipal, C., Schoonvelde, M., & van der Velden, M. A. C. G. (2022). Three 
Gaps in Computational Text Analysis Methods for Social Sciences: A Research 
Agenda. Communication Methods and Measures, 16(1), 1–18. 
https://doi.org/10.1080/19312458.2021.2015574  
 
Liang, W., Yuksekgonul, M., Mao, Y., Wu, E., & Zou, J. (2023). GPT detectors are 
biased against non-native English writers (arXiv:2304.02819). arXiv. 
https://doi.org/10.48550/arXiv.2304.02819  
 
Rytting, C. M., Sorensen, T., Argyle, L., Busby, E., Fulda, N., Gubler, J. & Wingate, D. 
(2023). Towards Coding Social Science Datasets with Language Models. arXiv. 
https://doi.org/10.48550/arXiv.2306.02177.  
 
Stromer-Galley, J., & Rossini, P. (2023). Categorizing political campaign messages on 
social media using supervised machine learning. Journal of Information Technology & 
Politics, 0(0), 1–14. https://doi.org/10.1080/19331681.2023.2231436   
 
Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., 
& Polosukhin, I. (2017). Attention is All You Need. Advances in Neural Information 
Processing Systems, Long Beach, CA, USA. 
 
 
  

https://doi.org/10.1080/0144929X.2022.2156387


DECIPHERING COMPLEX STANCES IN (DISRUPTIVE) CLIMATE 
PROTEST COVERAGE: A COMPARISON OF HUMAN CODING AND 
LARGE LANGUAGE MODELS 
 
Hendrik Meyer 
University of Hamburg 
 
Cornelius Puschmann 
University of Bremen 
 
Michael Brüggemann 
University of Hamburg 
 
 
Introduction & State of Research 
 
Automatically detecting complex rhetorical structures, such as the stance towards 
politically charged issues or controversial actors, within media debates, still poses 
significant methodological challenges for communication research. The recent rapid 
evolution of large language models (LLMs), exemplified by advances in commercial 
resources such as Open AI’s GPT-4, as well as in ‘open-source’ alternatives, such as 
Llama and Mistral, potentially accelerates the speed, lowers the cost and improves the 
quality of natural language inference (NLI), making zero-shot learning approaches a 
viable alternative to the manual coding of large samples (Laurer et al., 2023). Given the 
outsized importance of complex constructs such as stance for hotly contested political 
issues, these innovations are interesting for media and communication scholars. 
 
One area of intense political contestation and controversy is climate change protests. 
The global climate emergency continues to escalate by the day, with natural disasters 
underscoring the need for broad and deep emission reductions, as emphasized by 
scientific and political actors and global activism. Despite the efforts by civil society, 
governments have not adequately prioritized mitigation and adaptation. It is, therefore, 
no surprise that climate protest movements have experienced significant growth in 
recent years. 
 
Various strategies are employed by protesters to advance their respective objectives, 
with certain factions becoming more ’anti-normative’ and ‘disruptive’ (Shuman et al., 
2021), such as Extinction Rebellion or the ‘Letzte Generation’ ('The Last Generation') in 
Germany. The latter engages in civil disobedience by blocking streets or occupying 
buildings—actions deliberately intended to garner political influence through media 
attention. 
 
One might reasonably expect that all these protest endeavors, demanding crucial 
climate policy measures, should generate increasing societal support. However, recent 
polls in Germany contradict this assumption (More in Common, 2023). Notably, the 
decline in populous support not only concerns disruptive forms of climate protest, but 



extends to all forms of climate protests. Media representations of these movements play 
a crucial role in shaping societal perceptions (Goldenbaum & Thompson, 2020). 
 
Previous studies have showcased climate movements’ success in drawing mediated 
attention to climate change issues (Meyer et al., 2023), with climate change playing a 
key role in public debate for decades (Nerlich et al., 2010; Schäfer & Painter 2021). 
However, increased visibility of protest actions and climate change concerns could then 
result in backlashes with antagonists conquering climate change debates through 
“connective counter-action” (Meyer et al., 2024). Such debates are politicized and often 
polarized, translating into a strong engagement from strategic communicators 
(politicians, activists, scientists, etc.) who frequently insist on the exclusive validity of 
their own arguments (Brüggemann et al., 2020; Kaiser & Puschmann, 2017; Meyer et 
al., 2023). Thus, it is essential to examine whether various forms of protests spark 
divided stances and "Discursive Polarization" (Brüggemann & Meyer, 2023), which 
could, in turn, amplify media attention toward more disruptive protest actions (Garimella 
et al., 2017). 
 
Therefore, our exploration of LLM capabilities aims to investigate the journalistic 
coverage surrounding two climate movement organizations associated with two very 
different degrees of disruptiveness in Germany: Fridays for Future (FFF) and the Last 
Generation (LG). These two civil society actors utilize markedly different strategies 
concerning how they organize, execute, and communicate their protests. While LG is 
perceived as more disruptive, potentially radical, and enjoys less approval from the 
German population (Göllert, 2023), FFF is viewed as a more established and accepted 
movement, as well as being more deeply embedded within civil society (Haunss & 
Sommer, 2020). 
 
However, challenges arise when investigating contentious debates in modern media 
spheres, as they are complex and dynamically changing. Here, the recent evolution of 
LLMs and zero-shot learning bears great potential. First approaches to use these 
techniques in order to scrutinize politically-contested and potentially polarized debates 
show promising results and high validity, e.g. in incivility analyses (Matter et al. 2024) 
and other, more complex text-based analysis tasks such as stance detection (Liang et 
al. 2023; He et al. 2023; Lan et al. 2023). 
 
Research Questions 
 
We illustrated that—in complex and dynamically changing media spheres on climate 
protests—LLMs could help to identify the distribution of oppositional stances within 
contested debates. Therefore, questions of validity of such methods for the context of 
climate protests arise: 
 
RQ1: How accurately do zero-shot classifications of Large Language Models discern 
varying degrees of support for climate protesters and their policy demands? 
 
After illustrating the validity of such novel methodological approaches, our work then 
aims to answer the following issue-specific research question: 
 



RQ2: How do the journalistic debates surrounding the Last Generation and Fridays for 
Future vary regarding the degrees of support for climate protesters and their policy 
demands? 
 
Preliminary Results 
 
We present a systematic approach to discerning stances towards the activism of 
(disruptive) climate protest movements, exemplified by "Last Generation", and "Fridays 
for Future", based on a press corpus of ~12,000 German-language articles from a broad 
range of news outlets, that each mention at least one movement. Relying on a 
combination of limited-scale human labeling and automated classification, we detail our 
coding instructions (for humans) and prompt refinements (for models), noting strengths 
and limitations of zero-shot stance detection, and leverage the ability of LLMs to provide 
detailed reasoning for their choices. Comparing five human coders with the capabilities 
of GPT-4 and subsequently fine-tuning two open source LLMs, preliminary results show 
good performance of LLMs for stance classification, underscoring both the technique’s 
potential and its constraints: results show alignment in over 80% (Krippendorff’s Alpha: 
0.72) of the first sample of 300 coded articles, highlighting the technique’s potential and 
limitations. These limitations, however, stem not only from the capacities of the models 
but also from the challenges of complex concepts, such as stances within protest 
frames, with LLMs prompting renewed questions about what constitutes a reliable 
concept definition. 
 
The classification results indicate that, in general, a majority (62%) of outlets report on 
protest movements in a neutral manner. A smaller proportion (33%) adopts a more 
oppositional stance, while relatively few articles (5%) express support for the 
movements. This overall trend remains consistent across reports on the two different 
protest movements. However, the rates of neutral (67% versus 60%) and supportive 
(6% versus 4%) reports are higher, while texts expressing opposition (26% versus 35%) 
for the movements and their demands are lower, when articles refer to FFF as opposed 
to LG. This indicates a decrease in support for debates concerning more disruptive 
protests, while, simultaneously, coverage of these contentious events has increased. 
This raises normative questions about the productivity of potentially polarizing, protest-
related counterpublics in instigating policy change (Meyer & Brüggemann, 2025). 
 
Building on these initial methodological insights and going beyond protest debates, we 
leveraged the high reliability of the LLM codings to generate a large training dataset of 
3,000 coded paragraphs, expressing stances across different climate change-related 
articles. Using this dataset, we trained a SetFit-based stance classifier. Although still in 
development and subject to ongoing improvement, the initial results indicate an 
accuracy of ~0.7 across different topical domains of climate change discourse. These 
domains include stances on climate protests and policies related to ecological 
transformations, such as the replacement of heating infrastructures or the 
implementation of a national speed limit. The classifier is publicly available on 
HuggingFace (see Puschmann, 2024), remains a work in progress, and will undergo 
continuous improvement. 
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The advent of social media, especially platforms like Facebook, has revolutionized the 
way news is consumed, a change starkly highlighted by the dissemination of 
misinformation and polarizing content, particularly after the 2016 US elections. This 
transformation has prompted the use of computational methods, including machine 
learning, to analyze political narratives on social media platforms. This research 
explores these dynamics within the Italian political media landscape, particularly 
focusing on the interplay between exposure to and engagement with political news 
stories on Facebook preceding the two most recent Italian general elections.  
 
The study tackles two significant challenges: the limited availability of exposure data 
from social media platforms for external research (Benkler, 2019) and the difficulties in 
efficiently aggregating news stories on specific topics (Bonikowski & Nelson, 2022), 
especially in non-English contexts. By utilizing data provided by Meta and employing 
Large Language Models (LLMs), this research offers new insights into the untapped 
potential of social media data, demonstrating how LLMs can streamline the analysis of 
online political discourse. 
 
To address the limitations inherent in traditional human-coder-based approaches, 
especially for large datasets, supervised and unsupervised topic modeling techniques 
have emerged as critical computational alternatives for content analysis (Chen et al., 
2023). Moreover, research has demonstrated the efficacy of transformer models like 
BERT and RoBERTa in detecting topics and emotions and identifying clickbait 
headlines (Adoma et al., 2020; Briskilal & Subalalitha, 2022; Rajapaksha et al., 2021; 
Reimers & Gurevych, 2019). However, these predominantly English-trained, off-the-
shelf models encounter challenges when applied to low-resource languages, including 
Italian. To mitigate these challenges, scholars have turned to language-specific, fine-
tuned models, such as AlBERTo, for the Italian language on social media (Polignano et 
al., 2019). Yet, these pre-trained, language-specific models are difficult to maintain and 
frequently necessitate additional fine-tuning to deliver reliable results in particular 
domains. Finally, recent benchmarks clearly point out that LLM-based text embedding 



regularly overperforms BERT on a set of standardized tasks (Muennighoff et al., 2022; 
Setser et al., 2024). 
 
The research methodology involved a multifaceted approach using LLMs to understand 
the dynamics of political discourse during the 2018 and 2022 Italian elections on 
Facebook. It began with identifying political links through fine-tuning OpenAI's Ada 
model with a dataset of URLs shared on Facebook around the election periods. We 
examined 65,183 URLs (shared from 23 December 2017 to 4 March 2018) and 19,691 
URLs (shared from 21 July 2022 to 25 September 2022) from Meta's URL Shares 
Dataset. A team of Italian scholars has been involved in the training phase, manually 
classifying a sample of these URLs into political and non-political categories, resulting in 
a highly accurate binary classifier. 
 
Further, the study acquired text-embedding-3-large for all identified political URLs using 
the OpenAI embeddings API (Giglietto, 2024), followed by a k-means cluster analysis to 
group the URLs. This process involved testing different types of embeddings and 
optimizing the number of clusters for effective analysis. The clusters were then 
automatically labeled using the GPT-4 model, with human coders assessing the quality 
of these labels. 
 
This LLM-in-the-loop pipeline introduces unique validation challenges, necessitating a 
reevaluation of accuracy assessment strategies (Marino & Giglietto, 2024). In this study, 
we address three primary challenges: 
 

• The Swiss Army Knife Dilemma. 
 

• The Granularity Spectrum Problem. 
 

• The Expertise Paradox. 
 
The Swiss Army Knife Dilemma highlights the fact that LLMs are general-purpose tools 
(Burkhardt & Rieder, 2024). Similar to the shifting patterns of a kaleidoscope, each 
researcher's decisions—ranging from model selection to algorithm configuration—
produce a distinct pipeline that requires dual validation: first, validating the chosen 
configuration, and second, demonstrating its superiority over alternative approaches. 
This dual-layered requirement creates a validation landscape significantly more 
complex than that of traditional single-purpose models. 
 
The second challenge, the Granularity Spectrum Problem, emerges when LLMs are 
used to cluster political content. The clusters generated by LLMs can vary widely in 
specificity, encompassing broad themes like "Economic Policy" to highly specific 
narratives such as "Prime Minister's Tax Reform Speech." This variability complicates 
validation efforts, raising the question: how can accuracy be effectively assessed when 
content can be justifiably clustered at multiple levels of granularity? 
 
Finally, the Expertise Paradox addresses the divergence between the structured 
knowledge of LLMs and that of human coders. Trained on vast datasets, LLMs may 



exhibit competencies that surpass those of traditional human coders in certain domains, 
posing a challenge to conventional validation benchmarks. 
The integration of LLMs in the analysis of political discourse on social media will be 
explored in light of these challenges, offering insights into the practical implications of 
adopting such tools. 
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