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Introduction1 
 
After the series of scandals around the US tech industry in the last decade, there has 
been a widespread backlash against Big Tech in what has come to be known as the 
Techlash (Foroohar, 2018). Multiple platform controversies have arisen over the 
interface designs, algorithms, and metrics of platforms, putting into question how they 
measure and intervene in our social interactions and their consequences to mental 
health, democracy and societies in general. Data leaks, whistleblowers, misinformation, 
election interference, and social experiments have raised alarm bells about the so-
called toxic and unaccountable power of platforms and, more broadly, about the 
growing crisis of accountability in digital societies (Cooper et al., 2022; Khan, 2018; 
Marres, 2021; Suarez Estrada et al., 2022; Van Dijck et al., 2018).  
 
The subject of this research is the question of the platform harms and the demand to 
hold platforms accountable. From a theoretical perspective informed by pragmatist and 
dramaturgical approaches (Boltanski, 2011; Goffman, 1986), societal harms are not 
objective conditions inherent to static technologies nor subjective definitions by 
individual humans. Instead, we need to look at the situations where the ways of 
interacting with these platforms are problematised and called to account for their 
configurations. Rather than attempting to prove platforms' harmful or toxic effects, this 
research aims to study how the connection between platforms and harms is made and 
unmade in the first place. Situated at the intersection of Digital Sociology, Media 
Studies, and Science and Technology Studies (STS), this research inquiry into how 
actors make and unmake connections between social media platforms and societal 
harms across different settings, in order to contribute a better understanding of how 
platforms are put on trial.  
 
Methodology 
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To address these questions, I am mapping a specific platform controversy: the 
Facebook Files/Papers. This controversy started in September 2021 when the Wall 
Street Journal began publishing a series of stories called the Facebook Files about the 
leak of internal documents of the tech company Facebook -now Meta (Horwitz, 2021).  
A few weeks later, the former Facebook employee Frances Haugen would reveal her 
identity as the whistleblower behind the leak on television and at a US congressional 
hearing, causing a major media uproar. Haugen denounced that her former employer 
was privileging profits over users’ safety. By the end of October, more than a hundred 
news articles would be published based on Haugen’s disclosures under the label of the 
Facebook Papers (Hendrix, 2021). Along with the huge media coverage, the internal 
documents would circulate through government agencies, congresses, courts, and 
advocacy groups, and being translated and reframed in different ways. Altogether, this 
is a fruitfully case to study platform controversies and exploring how various actors 
establish, demonstrate, and challenge the connection between platforms and societal 
harms across multiple settings. 
 
Building on the tradition of controversy analysis (Jasanoff, 2019; Marres, 2015; Nelkin, 
1992; Venturini & Munk, 2022), since October 2021 I have been following the 
disclosures across different media settings, combining digital and ethnographic methods 
in a mixed design methodology.  Digital trace data collected through web scraping and 
API requests, are interwoven with interviews with experts and key actors in the 
controversy, participant observation of relevant events, as well as a document analysis 
(Asdal & Reinertsen, 2022) of the more than a thousand leaked documents, in a kind of 
‘digitally connective fieldwork’ inspired by connective and multi-sited ethnographies 
(Hine, 2015; Marcus, 1995). In this way, I think of my project as in-between (Marres, 
2017) or in the continuity of the old digitised methods and the new natively digital 
methods (Rogers, 2013, 2019). All this in order to develop a “cross-media analysis”  
(Venturini & Munk, 2022; Venturini & Rogers, 2019) of the connection between Meta's 
platforms and societal harms across four corpus of empirical materials from the 
disclosures, news media, corporate media, and social media, selected for providing 
ample material to analyse the multiple actors, issues and framings at play during the 
controversy. 
 
 
Results 
 
In this work-in-progress, I present some of my preliminary findings by examining how 
Haugen's disclosures were made public and which actors, issues and framings - and 
not others - gained greater prominence during the controversy to make or unmake 
connections between Meta platforms and societal harms. In the news and social media 
corpus I found a certain personification of the controversy, or a prominence of the 
whistleblower's figure and related events of the controversy over the discussions of the 
actual internal documents. Beyond this, it was promoted what I call a 'strategic 
causalism' in how the leaks were re-framed by actors in journalism, politics, and 
activism to solidify the connection between Meta's platform and specific harms. 
Moreover, in order to charge the disclosures with the capacity to solidify platform 
critique, these actors promoted causal connections between platforms and societal 



 

 

harms - primarily the connection between Instagram and teen mental health harms- but 
always in a strategic way to achieve more 'feasible' platform regulations. And for that 
goal, "more scrutiny, the better", as one journalist told me.  
 
In contrast, Meta’s corporate response constantly sought to reframe the disclosures by 
emphasising nuances, giving more context, and explaining to us what their internal 
documents ‘really say’ (Raychoudhury, 2021). The research on platforms and mental 
health issues would be continuously framed as “relatively nascent and evolving” 
(Newton, 2021) to suggest that such a connection is not yet established or settled in 
resonance with Big Tobacco's discursive strategies (Proctor, 2006). Drawing on 
ignorance studies (Gross & McGoey, 2022), the Meta response promoted what  I 
conceptualise as “strategic ambiguity.” Instead of closing the controversy, Meta’s 
executives would precisely try to state that the causal link between platforms and harms 
would still be an open controversy. But rather than denying negative effects, 
representatives would promote a utilitarian narrative that the negative effects would be 
outweighed by the positive effects of social media platforms in terms of social capital or 
connectedness. This appeal to nuances of platform harm research by Meta 
spokespersons can be understood as a dramatic technique to disperse responsibilities 
to others (e.g. users, malicious actors, politicians). 
 
Finally, the re-framings across these media settings focused on a small number of 
issues that stand out strategically as those most likely to advance platform 
accountability regulations but nevertheless reinforce a U.S. and European centrism in 
the public trial about platform harms, that does not allow for more plural forms of 
platform accountability from and for the Global South. By moving from platforms as 
stages to putting platforms on stage, the personification and selection of certain issues 
over others restricted the possibility of discussing platform power and the increasing 
social engineering of sociality. In analysing the case of the Facebook Files/Papers, we 
are not only faced with the typical denunciation of wrongdoings by private companies, 
the spread of a increasingly critical tech journalism, or the difficulties of exposing such 
wrongdoings in the absence of platform accountability, but that the very idea of 
accountability must be reconsidered taking into account the asymmetries involved in the 
study and mediatisation of platform harms and who is qualified to give accounts of 
them. 
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