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Introduction and background 
 
Large-scale automated content moderation on major social media platforms continues 
to be highly controversial. Moderation and curation are central to the value propositions 
that platforms provide, but companies have struggled to convincingly demonstrate that 
their automated systems are fair and effective (Gillespie, 2018). In this paper, we set out 
to understand how the emergence of generative AI tools might transform industrial 
content moderation practices. We investigate whether the current generation of pre-
trained foundation models may expand the established boundaries of the types of tasks 
that are considered amenable to automation in content moderation. 
 
This paper presents the results of a pilot study into the potential use of GPT4 for content 
moderation. We use the hate speech decisions of Meta’s Oversight Board as examples 
of covert hate speech and counterspeech that have proven difficult for existing 
automated tools. Our preliminary results suggest that, given a generic prompt and 
Meta’s hate speech policies, GPT4 can approximate the decisions and accompanying 
explanations of the Oversight Board in almost all current cases. Our final paper will 
present analysis of several clear challenges and limitations, including particularly the 
sensitivity of variations in prompting, options for validating answers, and generalisability 
to examples with unseen content.   
 
During the COVID-19 pandemic, in response to abrupt labour shortages and lockdown 
requirements, platforms accelerated their adoption of automated content moderation. 
These systems have primarily used machine learning classifiers trained on large 
datasets of human decisions and evaluated for consistency against their human 
counterparts (Caplan, 2018). In prioritising consistency, companies have invested in 



 

 

systems that perform well on average, but comparatively much worse on harder line-
calls and less common categories of decisions and content. It is easier for content 
classifiers to consistently identify explicit, egregious pieces of prohibited content than to 
understand subtlety, nuance and context (Dias Oliva et al., 2021; Trott et al., 2022). 
There is more training data available for common types of rule breach in more common 
languages, meaning errors are likely to disproportionately impact already-marginalised 
groups. In the moderation of hate speech and abuse, uneven error rates are 
compounded by the fact that minority groups are disproportionately targeted by threats 
and harassment and have their own content flagged for review at a disproportionately 
high rate (Duguay et al., 2018). 
 
For a long time, the limitations of automated content classifiers in dealing with 
borderline cases have seemed intractable. With the recent expansion in the capabilities 
and availability of large language models, however, there is reason to suspect that more 
nuanced automated assessment of content in context may be possible.  
 
Objectives 
 
We aim to develop a chain of prompts that can reliably distinguish between hate 
speech, content that may be harmful but is not strictly prohibited, and reclaimed 
language and counterspeech. As sociolegal scholars, we seek to move beyond binary 
classification tasks, to the more complex task of generating verifiable interpretations of 
texts and application of rules expressed in natural language. By breaking challenging 
moderation problems into chains of smaller tasks, and incorporating automated checks 
to identify errors, we aim to create a system that is consistent, transparent and reliable. 
Crucially, we explore how it might be possible to use large language models as an 
alternative to highly specialised content classifiers and generic ‘toxicity’ and ‘safety’ 
models. We aim to assess the potential of generative models to identify hateful speech 
in context, rather than focusing predominantly on explicit language, as current 
classification-based approaches tend to do. 

Method 
 
This analysis focuses on the Oversight Board’s decisions under Meta’s hate speech 
policies. The Oversight Board selects a very small proportion of appeals from Instagram 
and Facebook and renders detailed decisions that reflect extensive deliberation and 
external consultation. They arguably represent some of the hardest cases in 
contemporary content moderation, and they are certainly the most detailed and 
extensive analyses of their kind with publicly available reasoning.  

We deliberately focus on hard cases as a way of exploring the potential that foundation 
models present to approach content moderation tasks in a radically different way. We 
selected these cases to explore opportunities to use large language models in ways that 
more closely resemble and support the analytical tasks of interpreting content and 
applying the complicated (and sometimes poorly written) natural language rules, 
definitions, and exceptions of content guidelines. These cases, which require 
understanding of contextual signs and domain expertise, are often thought to require 
expert human analysis. 



 

 

In this exploratory stage, we iteratively develop and refine a set of prompts that together 
form a chain to apply content policies to examples. We take the Oversight Board 
decisions as ground truth initially, and inductively explore variations in prompting with 
the goal of producing a generalisable chain that produces consistently good results 
across the existing hate speech decisions. In addition to systematic tests with varying 
prompts and context, we integrate and evaluate promising techniques from other 
research contexts. We include, for example, ‘chain-of-thought' prompting to approximate 
reasoning (Kojima et al., 2022); breaking complex policies into atomistic steps to avoid 
getting ‘lost in the middle’ (Liu et al., 2023) of long prompts; and adding key failed 
responses as ‘few-shot’ examples (Brown et al., 2020). A fuller description of and 
reflection on our development process will follow in the full paper. 

Preliminary results 
 
Our evaluation in this project is primarily qualitative. Our exploratory methodology does 
not lend itself to quantitative testing against large-scale held-out datasets. Many existing 
content moderation datasets are tuned specifically for stress-testing classification 
models. Meta’s Hate Memes dataset, for example, is full of synthetic examples 
designed specifically to confound classifiers: explicit hateful messages and harmless 
gibberish that uses the same form or expression as those messages.  

Our preliminary results are promising and revealing. We are interested not just in the 
number of correct outcomes, but whether the outcomes are made understandable in a 
way that provides some degree of confidence that those outcomes might be supported 
by valid reasons that are logical and verifiably correct. Obviously, the outcomes of the 
language models themselves are still probabilistic; here we explore how well we can 
use probabilistic generative models to approximate reasoned decision-making. We look 
forward to finalising this analysis and presenting a detailed examination of our 
methodological and theoretical contributions in the coming months. 
 
Future work 
 
We hope that this work will lead to useful methodological and conceptual insights that 
can guide emerging regulation of digital platforms. The requirements of new legislation, 
including the Digital Services Act in Europe and the Online Harms Act in the UK, are still 
underspecified. Our analysis is grounded in theories of justice that highlight not just 
general values of due process but substantive impact on marginalised groups. By 
conducting this research independently, we aim to expand the range of potential 
approaches to moderation at scale, beyond those directly envisaged by platforms and 
regulators. 
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