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Introduction 
 
Artificial Intelligence (AI) applications are today implemented across various societal 
sectors, ranging from health care and security to taking part in shaping the media 
environment we encounter online. In the last decade there has been a significant shift in 
the field of AI, as the development of AI applications is no longer confined to the 
laboratory, but rather widely used and tested in and on societies (Whitaker et al., 2018; 
Seaver, 2019: Marres and Stark, 2020; Sheik et al., 2023; van der Vlist et al. 2024). 
With this rapid industrialisation of AI, there is an increased need to understand the 
implications of both the development and deployment of these systems. While critical 
scholars have started to scrutinize different components of AI development, such as 
dataset construction and annotation practices (Miceli et al., 2021; Miceli and Posada, 
2021; Paullada et al., 2021; Orr and Crawford, 2023), the study of evaluative practices 
in AI has received limited attention. A few studies have highlighted the importance of 
benchmarking practices and how these methods become integral in establishing the 
validity of the system and its success, which then enables widespread application 
(Jaton, 2017; 2023; Raji et al., 2021; Grill, 2022). This paper presents a research 
agenda that outlines how to study machine-learning evaluation practices that move 
beyond the laboratory into industry applications and standardised validation practices. 
Based on emerging research and illustrative empirical examples from recent fieldwork, 
we argue to study machine-learning evaluation as a sociotechnical and political 
phenomenon that requires multi-level scrutiny. Therefore, we provide three analytical 
entry points for future research that address the political dynamics of (1) standardised 
validation infrastructures, (2) the circulation of evaluation methods and (3) the situated 
enactment of evaluation in practice. 
 



 

   
 

Evaluation is a foundational part of the development of AI systems because it requires 
“reflection on what the objectives of an effective model involve, in addition to conscious 
decision making on how to best represent these desired outcomes in evaluation 
metrics, data and methodology” (Raji et al., 2021, p. 3). In practice, this often involves 
developing metrics that can best approximate and measure whether the system 
achieves the anticipated behaviour (Aradau and Blanke, 2021; Raji et al., 2021). As also 
highlighted by Thomas and Uminski, (2020): ‘what most current AI approaches do is to 
optimize metrics’ (p. 1). Taken together, this illustrates how evaluation is a highly 
political practice, where the decisions will often favour ‘good enough’ optimisation 
methodologies (Amoore, 2020; Thomas and Uminsky, 2021). The political nature of 
‘good enough’ optimisations has been highlighted by authors, pointing out how this 
enables the construction of validity (Raji et al., 2021) and the production of certainty 
through accuracy measurements (Grill, 2022). In addition, Thakkar et al., 2022 highlight 
how the construction of machine-learning datasets is also guided by questions of ‘good-
enough’, while Jaton (2017) has focused on the key role of so-called ‘ground truths,’ in 
both training and evaluating AI applications through randomized tests to assess their 
performance. 
 
However, these studies have been predominately concerned with the established 
‘scientific’ evaluative practices of AI research and development and do not consider that 
AI applications and their evaluative methods are increasingly becoming industrialised. In 
light of these developments, this paper aims to expand the current research on 
evaluation by building on emerging insights from the cited critical enquires and 
illustrative empirical examples from ongoing fieldwork. For the latter, we draw on 
examples from a recent ethnographic enquiry within the BBC’s data science department 
(conducted by author 1) and ongoing fieldwork on the development of AI applications at 
a Dutch medical centre (conducted by author 2).  
 
Taking a Critical AI Studies and Science and Technology Studies (STS) research 
approach, we outline how to study what we call industrialised accounts of AI evaluation 
beyond the laboratory. Concretely, we present three analytical entry points that address 
the sociotechnical and political nature of AI evaluation. These entry points focus on 
different levels of AI evaluation in industry settings that include wider attempts of 
standardised evaluation infrastructures, the circulation of evaluative methods and the 
situated practice of evaluating emerging AI applications within localised contexts. In 
what follows, we briefly discuss these entry points and substantiate them with empirical 
illustrations from existing research and our ongoing fieldwork. 

 

 



 

   
 

The Political Dynamics of Standardised Validation Infrastructures 
 

The first entry point engages with the emergence of wider attempts at standardisation of 
evaluation in the AI industry via large-scale infrastructural agents that shape AI 
development and evaluation regimes. One example of such an infrastructure is the AI 
competition platform Kaggle, which facilitates the evaluation of new models across 
domains. Such competition platforms participate in setting the conditions for evaluation 
by providing a pre-specified list of metrics for competitions hosted on their platforms. As 
these competition platforms are gaining increased popularity this homogenises the 
types of tasks and associated metrics that are used to develop new AI applications, 
while at the same time concentrating power amongst a small group of actors (Luitse et 
al., 2024).  

 

Political Dynamics of Circulating Methods of Evaluation 
 
With the second entry point, we wish to bring attention to the role of specific methods of 
evaluation that circulate. For example, via ‘best practice’ metrics for certain tasks or the 
functionalities of AI development platforms and development frameworks, such as 
Sagemaker or TensorFlow. Building on the work of Selbst et al. (2019), we argue for the 
need to study the ‘portability’ of metrics into different domains and how that shapes the 
development and evaluation of AI applications. Luchs et al. (2023), for example, 
illustrate how machine learning frameworks such as TensorFlow produce ‘step-by-step' 
approaches to AI development including methodologies for iterative and gradual 
optimisation of the model (i.e. evaluation). In addition, developers at the Dutch medical 
centre, highlighted that the commonly used developer framework PyTorch comes with 
specific machine-learning pipeline requirements, which again shapes how the 
application is developed and evaluated. 

 

The Political Dynamics of Situated Enactments of Evaluation 
 
With the third entry point, we follow Jaton and Sormani’s (2023) recent call for situated 
accounts of AI development and highlight the need to study the localised enactments of 
evaluation. Such concrete case studies (Flyvbjerg, 2011) can help illustrate the tensions 
between metrics and contextual understandings of what makes the system ‘good 
enough’ to be deployed. Schjøtt and Birkbak (2022), for example, illustrate that the 
failure of a recommender system for news could not solely be ascribed to its lack of 
providing accurate predictions, but rather the opposite. Instead, it was the editor’s need 
to protect the public interest that ultimately led to the decision not to deploy it on the 
news sites. The fieldwork at the BBC also illustrated how many local methods of 



 

   
 

evaluation were put in place, such as visualisation tools, to enable qualitative feedback 
from editorial staff. However, these tools also configure the development of AI systems 
by making certain features of the system salient, while also abstracting away other ways 
of understanding the system. 
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