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Introduction 
 
One recent trend in social media platform practices as well as in proposed policy and 
regulation for online data rights is a turn towards parental controls. For example, in the 
United States, the 2023 Kids Online Safety Act (KOSA) is the first bill to specifically 
refer to “parental controls.” A few years earlier, the proposed 2020 DETOUR Act 
mentioned “parental consent,” but not controls specifically. There are also ongoing 
lawsuits in the US that claim faulty design on online platforms’ parental controls, thus 
leading to harm to children. While concerns over children’s safety online and complaints 
about problematic settings are not necessarily new (Horne, 2021; Horne, 2023b), there 
may be an emerging trend in some countries to try to address growing concerns about 
the impact of social media platforms by setting regulation on parental controls. 
 
Privacy settings, default selections, and by extension parental controls have significant 
power to impact users’ privacy and overall experience on social media platforms. That 
said, the literature indicates that many people do not change their default privacy 
settings (Dinner et al., 2011; Ramokapane et al., 2019; Shah & Sandvig, 2008; 
Sunstein, 2013; Svirsky, 2019; Watson et al., 2015). Because “technical arrangements 
are arrangements of power” (DeNardis, 2014), it is of critical research importance to 
consider the design, structure, and practice of platform settings. To that end, more 
research is currently needed to study parental controls and age-specific settings for 
teens and children, as these are comparatively newer developments and a topic and 
platform feature in flux. This paper contributes to this needed research area by focusing 
on specific definitions and understandings of privacy.  
 
The apparent appeal of parental controls is the ability of social media platforms to offer 
a visible space to exert “choice and control” to users’ parents (Freishtat & Sandlin, 
2010; Hoffmann et al., 2018). On the other hand, the practice of relying on parental 
action as a key in protecting children online, places the burden of responsibility on the 



 

 

parent, which may raise concerns about privacy literacy, information overload, and 
children’s rights. 
 
Methodology 
 
The purpose of this study is two-fold. Many social media platforms offer both age-
specific privacy settings to children under certain age, as well as parental controls to 
manage the account of their children. As a result, this study will examine which parental 
controls are available and how they are offered across some of the most popular social 
media platforms: Facebook, Instagram, TikTok, Discord, and YouTube. The average 
user has 8.5 social media accounts (Dixon, 2022), so a comparative approach to 
parental controls offers a comprehensive look at users’ experiences.  
 
The dataset for this study will consist of each social media platform’s: 1. default settings 
of teen and children’s accounts and 2. parental control options. The analysis will broadly 
consider how each platform defines parental controls via privacy options. Further 
questions include: What kinds of control choices are offered? How do these choices 
differ across platforms? These are significant questions because the design of platform 
choice architecture has the ability to influence online experiences. The research 
questions for this paper are:  
 

1. What parental controls do different social media platforms offer?  
2. What privacy topics do social media platforms’ parental controls address? 
3. Are social media platforms’ default settings preset towards more restrictive 

choices (increased privacy) or towards more public choices (increased 
sharing)? 

 
The first and second research questions consider if there are differences, and if so, 
what differences exist between controls options for each platform. The aim of the study 
is not to determine the “best” types of parental controls and design features, but to track 
the range of options in order to better understand the opportunities and challenges of 
relying on parental controls to manage children’s privacy online and mitigate potential 
harms. The comparative approach captures the reality for children and parents as they 
likely will have to manage multiple social media platform accounts, that have vastly 
different options and privacy perspectives. Finally, the third research question considers 
the impact and positionality in default selections as these pre-set choices can 
significantly shape a child’s experience online, especially since teens and children may 
not have the literacy skills to manage them by themselves. 
 
In terms of methodology and analysis, this paper uses the typology of privacy settings to 
analyze the privacy topics of parental controls (Horne, 2023a). This typology offers a 
granular look at privacy in practice by operationalized seven discrete components of 
privacy: Visibility, Discoverability, Bounderability, Content, Account Security, Data 
Access/Portability, and Data Sharing/Personalization.  
 
Conclusions 
 



 

 

The findings indicate that much like overall privacy and standard privacy settings, 
parental controls are also “a concept in disarray” (Solove, 2008). The study found that 
parental controls emphasized three types of privacy: Discoverability, Bounderability, and 
Content. Across platforms, the quantity of choices as well as the types of choices varied 
significantly. In general though, parental controls are currently focused most on 
Bounderability options—choices that are aimed at setting limits for the child’s account. 
On the other hand, platforms take on most of the burden of Visibility type settings as 
these appear in the child/teen’s account via strong privacy default selections. This is of 
notable interest as it explains why Visibility settings are not apparent in parental 
controls: the platforms increase privacy themselves for children’s accounts. A final 
noteworthy finding is that the results indicate the emergence of a new type of setting 
that is discrete for parental controls: Transparency. Notably, Transparency parental 
controls only allow information from children’s account to be viewed, but not managed in 
any way.  
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