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The pursuit of technological systems for global well-being has given rise to AI for social 
good (AI4SG) initiatives across academia, governments, private corporations, and civil 
society. However, the definition of “the good" within this context remains ambiguous, 
raising concerns that the term may become an empty signifier, lacking conceptual or 
practical meaning. This ambiguity poses a challenge, potentially allowing AI actors to 
invoke “the good” to justify their interventions without having to be accountable for the 
promises they make about the benefits of AI. In turn, such ubiquitous claims to be doing 
good undermine collective societal capacities to work towards ways of ensuring that 
future AI developments do indeed align with a normatively viable sense of public good. 
This paper is motivated by the premise that the extensive social science scholarship on 
AI and other emerging technologies contain several critical insights that can help inform 
a public good framework that can be the basis for dialogue with those who are the 
imagined beneficiaries of AI4SG or overly abstract principles in this regard. For 
example, social science work helps us unveil implicit as well as overlooked values, 
identify boundaries where caution or avoidance of AI applications may be as warranted 



as adoption in the pursuit of public good and recognise the conditions that need to be in 
place for this pursuit to be plausible (Davis et al, 2021; Davis, 2023). 

We therefore propose to develop a socially situated public good framework, to scrutinize 
existing AI4SG initiatives, their embedded meanings of “the good” and their potential 
alignment or misalignment with values associated with two key areas of scholarship. 
The first is the broad field of technology and society studies; our way into this is via a 
public good test developed for quantum technologies that was informed by this literature 
(Roberson et al, 2021). Our aim is to refine, adapt and elaborate this ‘test’ into a public 
good framework that is more closely situated in and reflective of insights from the 
second area of scholarship, namely: critical AI studies (used as an umbrella term to 
encompass the fields of critical data/algorithm studies (Kitchin & Lauriault, 2014; 
Gillespie & Seaver, 2015; Dalton et al, 2016), design justice (Costanza-Chock et al, 
2018), and algorithmic reparation (Davis et al, 2021).  

In developing our public good framework, we first examine a body of literature that 
seeks to define “the good” in AI4SG in narrowly prescriptive ways or that sidesteps this 
question altogether by associating AI with broad expressions of global good, notably, 
the United Nations Sustainable Development Goals (SDGs) (Chui et al, 2018; Cowls et 
al, 2021).1 For example, “the good" may be construed in some of this work through 
universal ethical principles drawn from bioethics (Taddeo & Floridi, 2018) to identify the 
potential for harm and maleficence (Floridi et al, 2020). In other cases, authors try to 
connect their definitions of “the good” to design values and data processes (Tomašev et 
al, 2020) or practical applications and eventual outcomes (Cowls et al, 2021).  

However, much of this literature adopts a vision of AI as a neutral tool, rather than one 
that is shaped by specific framings, narratives, and interests as highlighted by critical 
social science work.  We argue that even when principles and definitions are offered, 
they tend to be abstracted from the complex social realities and contexts that shape 
both the design and implementation of AI technologies and their ability (or inability) to 
create social good, especially in the global South. Promises of social progress are made 
but the question remains who defines progress and what technologies are needed to 
achieve it.  We therefore delve into how dominant framings of AI4SG stabilize and 
normalize, probing whether these initiatives fulfil their promises, asking what Northern-
led AI for Social Good means in a global context and to what effects does it operate 
particularly in the global South?  In sum, we highlight several limitations in how AI4SG is 
operationalised, impacting their practical applicability in specific contexts, and raising 
questions about their global relevance. 

In the second part of the paper, we synthesise insights from another body of literature 
that delves into the social, material, and historical context surrounding AI4SG initiatives 
and algorithmic developments more broadly. We build on these insights to extend and 
adapt Roberson et al’s (2021) public good test which requires assessing diversity in 
research agendas, social orders, and research society networks. In particular, we 

 
1 For more detail, please see https://sdgs.un.org/goals  
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highlight the need to understand why and how general frameworks or public good tests 
might fail, despite the best intentions or recognition of social realities. 

Critical social science literature highlights the importance of considering the 
sociomaterial dimensions of AI4SG that might be in tension with its normative 
objectives: persistent power imbalances often prioritize technological imaginaries while 
perpetuating existing structural inequalities, including colonial legacies and global 
disparities (Magalhães and Couldry, 2021; Madianou, 2021). Additional concerns 
include exploitative labour practices (Fejerskov, 2022) and research dynamics (Stahl et 
al., 2023), overexploitation of resources (Stahl et al., 2023), and long-term harm (Green, 
2019). Ongoing critical research in this space grapples with rethinking ways forward 
(Aula & bowles, 2023; Moorosi et al, 2023).  
 
We argue that these critical insights can be integrated into a public good that better 
reflects structural disparities and social relations in shaping research agendas, social 
orders, and research-society networks to define “the good” in and around AI. 
Additionally, focusing on practice enables challenging assumptions that: 1. "the good" is 
intrinsic to goals such as achieving the SDGs, which can obscure how these goals are 
pursued and their practical implications for intended beneficiaries, and 2. "the good" is 
intrinsic to universal principles, often neglecting the systemic and structural nature of 
issues and their specific contexts. 
 
A practice-based approach would require mapping the system around the problems at 
hand within their wider social, cultural, and historical context. We could start by 
developing an understanding of how people are affected by them, and how existing 
local practices for addressing them can be supported and enhanced. Then we could 
explore if and how developing AI could be helpful within this system: Whether design 
strategies less common in AI such as downscaling, or interventions that do not centre 
on AI might be more appropriate in specific contexts (Hanna & Park, 2020). Assessing 
the sociomaterial dimensions of “the good” as well as its normative viability, enables 
moving beyond one-size-fits-all solutions to create interventions that are more 
responsive and adaptable to the specific needs of the communities they aim to serve. 

Our effort to co-produce such a framework will undoubtedly demand numerous 
iterations and persistent adjustments for this challenging undertaking. We conclude with 
reflections on the potential use of this framework to foster dialogue with diverse 
stakeholders, test and co-produce a revised framework, and inform the ongoing 
development of AI initiatives, particularly in the global South. 
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