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LLMs AND THE GENERATION OF “MODERATE SPEECH”1 
 
Emillie de Keulenaar 
University of Groningen 
 
Extended abstract 
 
In the emerging sociological research on large language models, it has become clear 
that LLMs have become both new actors and interfaces of public debate. On one hand, 
LLMs “parrot” trillions of online and digitized data in a variety of more or less predictable 
statements (Bender et al., 2021). In so doing, they perform normative choices proper to 
any other kind of online intermediary over what they ought and ought not to say. To test 
this, researchers have tended to “jailbreak” LLMs as if to test the robustness of their 
internal moderation system, and, in this sense, the extent to which they have been 
absolved from the problematic legacies of their training data. 
 
Another method akin to the study of content moderation is to look at how LLMs have 
been honed to speak moderately. That is, there is perhaps more to say about the ways 
in which LLMs correct themselves than how they perpetuate our worst instincts. In what 
ways and with which rhetoric are they instructed to take heed of their own problematic 
language? In the same line of reasoning as research on AI and discrimination, there is 
reason to study how LLMs perpetuate moderate language – and in that vein, what 
language is used to answer prompts from spaces with widely varying normative 
standards. 
 
In this context, to study AI-generated “moderate speech” is to look at how large 
language models remodel public language to (not) speak about what is contested, 
taboo, and other issues that oscillate between the sayable and unsayable. Moderate 
speech has been studied as a means to everyday politeness as much as to societal 
projects of cultural or political reformation that shape what may or may not be 
expressed in public in relation to conflict memory, identity and other issues. How AI 
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companies intervene in such processes marks yet another episode in a long media 
history of public speech norms (McIntosh and Mendoza-Denton, 2020: 33).  
 
To delve into this issue, I look into what kinds of rhetoric eight LLM models generate 
when responding to both actively problematic (“risky”) and controversial questions. As 
per LLM content moderation terminlogy, “risky” prompts contain a potential to cause 
real-world harm in critical sectors, be them social justice or cybersecurity. Those with 
potentially discriminatory effects are assigned a risk score by OpenAI and Llama 
moderation APIs (Inan et al., 2023; OpenAI, 2024). By “controversial questions”, on the 
other hand, I mean questions that tend to emerge from more permissible spaces that 
are not always modelled in red teaming environments. Despite having suspended or 
“deplatformed” (Rogers, 2020) several controversial subreddits, Reddit can be 
considered one of such places. Reddit continues to be a place where users find semi-
hidden subreddits specifically dedicated for transgressive and uncomfortable questions 
about a variety of “harms”, including sex, violence, anatomy, politics, culture or 
contested histories.  
 
I collect and sample 250 questions from 165 subreddits in 6 languages using the free 
tier of Reddit’s API. I then feed each of these in the chat completion models of GPT 3.5 
turbo, GPT 4, Claude 3 Haiku, Claude 3 Sonnet, Claude 3.5, Llama 2 and 3, and Mistral 
in standard chat settings. This method allows researchers to trigger moderation sub-
routines, and can in this sense be considered a “perturbation engine” (Jacomy et al, 
forthcoming) in the sense that prompting controversial questions confronts models with 
the kind of content they are not optimally instructed to answer. It can also be considered 
a kind of “platform perspectivism”, in the sense that it confronts the normative 
conventions of moderated LLM models with those of a more permissible one, be that 
Reddit or 4chan. 
 
First, I close-read LLM model cards and other documentation that describe the 
methodological steps undertaken by AI companies to ensure their models speak 
moderately when prompted by “risky” questions. From there, I look for what rhetoric, or 
discursive techniques, are used by LLMs when answering Reddit questions with high 
controversy scores. I then look at how these techniques change per prompt topic, 
Reddit controversy score, and GPT or Llama moderation scores across Claude, Mistral, 
GPT and Llama models. I also look at how consistently each model answers a sample 
of top controversial and “risky” questions.  
 
Findings indicate that LLMs respond to questions with high controversy scores 
differently than with those with high “risk” scores. Risky questions tend to trigger a pre-
emptive moderation subroutine, where LLMs take a normative position that either 
refuses to answer a proompt or answers it with counter-speech. Conversely, questions 
with high controversy scores tend to be answered with an inconsistent combination of 
“defusive” stances, shifting between agnostic, diplomatic, academic or even emphatic 
rhetoric.  
 



 

 

 
 
Figure 1. Six discursive techniques used by Mistral, GPT 3.5 & 4, Llama 2 & 3, and 
Claude 3, 3 Sonnet and 3.5 when answering “risky” and controversial questions.  
 
In other words, with “risky” prompts, the position of the LLM model moves very little — 
or within a smaller normative space — in the sense that risk is already situated within 
unacceptability. With controversial prompts, LLMs tend to not take a clear position; and 
even though they might, they may not take the same position the same way every time. 
One of the reasons why this may be is that controversiality is technically and 
normatively challenging, because it defies a classification — and thus a probabilistic 
estimation — of both “risk” and norm. That is, it defies both the estimation of risk and 
how to talk about it.  
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