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Introduction 
 
Threats posed by platform algorithms to privacy, agency, fairness, and equity, 
particularly the reenactment and mediation of systems of power (Benjamin, 2019; 
Noble, 2018; O’Neil, 2016), underscore the imperative for robust governance measures.  
Discussions on algorithmic governance often center on top-down approaches 
developed primarily by policymakers and private companies (Bloch-Wehba, 2022; 
Saurwein et al., 2015). While these are crucial, the involvement of those most affected 
by algorithms—everyday people—has received less attention. As governments seek the 
input of their citizens on relevant concerns—for example, listening sessions to inform a 
blueprint for the AI Bill of Rights in the U.S. (White House Office of Science and 
Technology Policy, 2022) and The European AI Alliance’s online forum for discussions 
(European Commission, 2024)—it is imperative to define the parameters of meaningful 
participation by “ordinary” individuals in the governance of algorithms.   
 
In this paper, I explore the concept of "bottom-up governance" of platform algorithms, 
emphasizing the "epistemic-democratic tension" between the "participation of the 
affected" and "expertise-based decision-making." I argue that bottom-up governance 
requires the involvement of "lay" experts to ensure algorithms function fairly. The 
realization of this ideal is complex, as what people know about algorithms represents a 
social and political negotiation of meaning. To be heard in public deliberation about 
algorithms, we need to expand the horizon of what counts as legitimate and 
consequential knowledge. In what follows, I begin by offering a broad vision what it 
means to know algorithms based on a synthesis of the cross-disciplinary scholarship in 
this area. I then connect this understanding of algorithmic expertise with understandings 
of participatory democracy to offer two key principles to guide the realization of bottom-
up governance. These are: alertness to the authority of non-technical knowers and 
subjugated knowledges.  
 
Knowing Algorithms 



 
 
The theoretical vocabulary explaining how everyday people understand algorithms has 
grown increasingly complex over the last several years, with frameworks including the 
algorithmic imaginary (Bucher, 2017), algorithmic folk theories (e.g., DeVito, 2021; 
DeVito et al., 2018; Eslami et al., 2016; Siles et al., 2020), algorithmic knowledge 
(Cotter, 2022; Cotter & Reisdorf, 2020); algorithmic literacy (Cotter, 2020; DeVito, 2021; 
Dogruel et al., 2021; Oeldorf-Hirsch & Neubaum, 2023), algorithm skills (Gruber & 
Hargittai, 2023; Klawitter & Hargittai, 2018), algorithmic competencies (Jarrahi & 
Sutherland, 2019), algorithmic gossip (Bishop, 2019), hermeneutics of algorithm 
(Andersen, 2020), everyday auditing (Shen et al., 2021), among others. This literature 
encompasses three high-level, intersecting visions of knowledge: knowledge located in 
thought, knowledge located in bodies (practices, affective states), and knowledge as 
heterogeneous and context-contingent (Cotter, 2022; Oeldorf-Hirsch & Neubaum, 
2023).  

 
Although technical knowledge tends to take the spotlight in discussions of algorithmic 
sensemaking and understanding, other knowledges represent key mechanisms 
affecting how we collectively decide to govern algorithms. For one, much of people’s 
knowledge about algorithms is tacit, unspoken, and intuitive (Bucher, 2018; Ruckenstein 
& Granroth, 2020; Swart, 2021). Our affective responses and embodied insights directly 
guide how we orient ourselves to algorithms and how we formulate a sense of when 
algorithms are helpful or harmful. A narrow focus on technical insights may lead to an 
underestimation of what people know about algorithms and the value of their everyday 
wisdom. Emphasis on technical knowledge often implicates deficit models of digital 
literacy, where limited digital engagement and skills are presumed to result from 
“shortfalls in cognition, personality, knowledge, resourcing, social situation or personal 
ideology” (Selwyn, 2003, pp. 106–107). Everyday insights about algorithms incubate in 
individuals’ experiences in the world, their personalities, psychology, beliefs, and 
attitudes, as guided by sociocultural contexts. Given algorithms’ highly contextual, 
contingent nature, people’s situated encounters with these computational processes 
give rise to unique insight about their impact (Shen et al., 2021), particularly among 
disempowered groups (Andalibi & Garcia, 2021; DeVito, 2022; Duffy & Meisner, 2023; 
Haimson et al., 2021; Karizat et al., 2021; Simpson & Semaan, 2021). Some 
knowledges about algorithms are not universal and need not be. The multiplicity of 
knowledges about algorithms requires that modes of algorithmic governance account 
for the broadest range of input possible. 
 
Epistemic-Democratic Tension 
 
Public deliberation stands as a defining pillar of democracy, anchored in the vision of a 
public sphere where citizens engage in "unrestricted rational discussion of public 
matters" (Fraser, 1990, p. 59). The pursuit of "participation parity" encapsulates the 
ideal of the public sphere, aspiring to forge a shared space where all individuals can 
participate on equal terms. However, stratified societies require multiple counterpublics, 
where segments of the population, particularly those with less power, confront and 
contest dominant perspectives within the broader public discourse (Fraser, 1990). While 
participatory approaches to governance are considered a normative good for 
democracy, contention arises over the question of who should be involved. 



 
Contemporary governance trends reveal a growing reliance those deemed experts with 
specialized, credentialed knowledge (Krick, 2022). This understanding of expertise 
perpetuates knowledge hierarchies, resulting in power imbalances that 
disproportionately favor those deemed experts (Krick, 2022, p. 469) who tend to 
represent elite classes. 
 
Bottom-Up Governance 
 
If we want algorithms to function in harmony with the needs and interests of diverse 
publics, then we need diverse publics to be involved in conversations about algorithmic 
governance. Further, we need to take what members of these publics—everyday 
people—know seriously. Bottom-up governance extends beyond merely soliciting input 
from citizens on algorithms; it necessitates embracing two fundamental principles. 
Firstly, bottom-up governance requires accepting everyday people as authorities on 
what algorithms mean to and for them. Thus far, governance structures have prioritized 
input from elite stakeholders—researchers, industry practitioners, policymakers, 
journalists. These stakeholders play an essential role in studying and bringing to light 
the unintended consequences of algorithms. Yet, these elite stakeholders cannot see 
algorithms from all possible angles, which means they often miss critical problems (e.g., 
Shen et al., 2021). Moreover, knowledge and power remain deeply intertwined, with the 
potential for deficit model mindsets premised on “deficient” technical knowledge to 
obstruct full, effective participation in public deliberation on algorithms. A lack of 
vocabulary or conceptual framework to describe algorithms on a technical level does 
not negate the potential for meaningful understanding of their embedded values and the 
associated consequences. In essence, we must understand “expertise” as contextual 
and diverse.  
 
Secondly, bottom-up governance requires the specific expertise of members of 
marginalized groups to surface critical insight on the ways algorithms (re)enact political 
order (Bucher, 2018; Noble, 2018). Here, prioritizing “subjugated standpoints” is 
essential (Collins, 2014; Haraway, 1988), as they offer a unique vantage point into the 
mechanisms through which algorithms sustain historical patterns of systemic 
inequalities. Algorithms impact different individuals and communities in different ways 
and to different degrees. Existing work demonstrates that BIPOC, LGBTQ+ members, 
and other marginalized groups bear the brunt of negative impacts (e.g., DeVito, 2022; 
Duffy & Meisner, 2023; Haimson et al., 2021; Karizat et al., 2021). While policymakers 
care about the protection of their constituents, their enthusiasm for technological 
advancements that could benefit their national economies and enhance global influence 
may sometimes overshadow this primary goal (e.g., Suchman & Whittaker, 2021). 
Bottom-up approaches that center disempowered communities emphasizes justice and 
protecting human rights first and foremost. 
 
Effectively integrating "participation of the affected" and "expertise-based decision-
making" demands further scholarly consideration, guiding us towards techniques that 
meaningfully support consultation and deliberative contestation by those directly 
affected by algorithms, particularly the most vulnerable. 
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