
 
Selected Papers of #AoIR2024:  

The 25th Annual Conference of the  
Association of Internet Researchers 

Sheffield, UK / 30 Oct - 2 Nov 2024 
 
 

 

Suggested Citation (APA): Chung, Hiu-Fung. (2024, October). Betting on (Un)certain Futures: 
Sociotechnical Imaginaries of AI and Varieties of Techno-developmentalism in Asia. Paper presented at 
AoIR2024: The 25th Annual Conference of the Association of Internet Researchers. Sheffield, UK: AoIR. 
Retrieved from http://spir.aoir.org. 

BETTING ON (UN)CERTAIN FUTURES: SOCIOTECHNICAL 
IMAGINARIES OF AI AND VARIETIES OF TECHNO-
DEVELOPMENTALISM IN ASIA    
 
Hiu-Fung Chung 
University of Toronto 
 
 
Introduction 
 
With the popularization of generative artificial intelligence (AI), building comprehensive 
AI developmental frameworks has been prioritized in national policy agendas worldwide. 
However, much literature on AI innovation often lean towards Euro-American-centric 
perspectives (Introna, 2016; Just & Latzer, 2017), regarding AI production and 
governance strategy – both normative and practical – as universally applicable (Adams, 
2021; Fukuda-Parr & Gibbons, 2021; Mohamed et al., 2020). 
 
Recent scholarship has increasingly focused on AI innovation and governance 
frameworks in non-Western societies, predominantly through critiquing data colonialism 
and Western digital imperialism and calling for decolonializing data-driven technology 
(Arora et al., 2023; Couldry & Mejias, 2023; Milan & Treré, 2019; Mumford, 2022; Singh, 
2023). However, the state-of-the-art literature tends to focus on large nation-states like 
China (Bareis & Katzenbach, 2022; Roberts et al., 2021), or developing regions in 
Global South (Hassan, 2023), often overlooking economically advanced but 
geographically non-dominant societies. Studying the AI innovation discourses of these 
underrepresented societies can provide critical insights into the complexity and 
unevenness of global AI development. This paper contributes to this line of inquiry by 
conducting comparative studies of three Asian developmental societies – Singapore, 
Hong Kong, and Taiwan - through the conceptual lens of sociotechnical imaginaries. 
 
Approaching Variegated Sociotechnical Imaginaries 
 
Sociotechnical imaginaries refer to “collectively held, institutionally stabilized, and 
publicly performed visions of desirable futures, animated by shared understandings of 
social life and social order attainable through, and supportive of, advances in science 



 
and technology” (Jasanoff & Kim, 2015, p.6). As infrastructures of planning desirable 
futures (Sismondo, 2020), these imaginaries are shaped by past developmental 
trajectories, institutional settings, specific types of technoscientific capitalism, and 
regional geopolitics (Baur, 2023; Birch & Muniesa, 2020; Hodson & McMeekin, 2021; 
Kim, 2018).  
 
In other words, national sociotechnical imaginaries are always entanglement and 
negotiation of local, regional and international politico-economic forces in specific socio-
historical and institutional contexts. In this light, what are the desired forms of AI 
governance in small-size advanced economies? How does this desired form vary 
according to the historical, institutional, and geopolitical contexts of these societies?  
 
Method and Data 
 
To address these questions, this paper investigates the sociotechnical imaginaries of AI 
in three Asian societies—Singapore, Hong Kong and Taiwan—which, despite lacking 
global scale advantages, face unique challenges in AI development. Their strategies 
depend on local business ecosystems, international financial markets, transnational 
R&D collaboration, positioning in the global AI production network, and regional 
geopolitics. 
 
Methodologically, the paper employs interpretive discourse analysis of governmental 
policy documents from these societies to understand how they construct and legitimize 
sociotechnical imaginaries (Sadowski & Bendor, 2019; Tidwell & Smith, 2015). Two 
main types of documents—AI strategies and tech-related policies, such as smart city 
blueprints and digital welfare plans—are analyzed to explore institutional framing of AI 
innovation, regulation, and claims about policy implementation, industry orientation and 
socio-political conditions (Curran & Smart, 2021). Documents from the early 2010s to 
2024 were selected, a key period marking the adoption of Industry 4.0 discourse and 
smart urbanism in these societies (Appendix 1). Thematic analysis (Clarke & Braun, 
2013) was used to identify key discursive tropes and differences across the three cases. 
First, I conducted a close reading of the policy documents to identify common themes. 
Second, I aggregated recurring themes, such as AI’s inevitability, uncertainty, and 
strategic coupling, while identifying society-specific themes. Finally, I examined the 
relationships among these themes to understand how they form a coherent, though 
non-linear, narrative that constructs the AI imaginary in each society. 
 
Three Orientations of Techno-Developmentalist Imaginaries 
 
The central argument of this paper is that policy documents from three Asian societies 
manifest techno-developmental imaginaries of AI, with three distinct orientations. 
Techno-developmentalism refers to both an ideology and policy practice aimed at 
enhancing global competitiveness and regional advantages through technological 
innovation (Haggard, 2018; Lei, 2022). Three recurring themes emerge from the 
analysis. First, AI is portrayed as an all-encompassing technology of “augmented 
smartness,” offering revolutionary solutions powered by advanced computation. 
Second, AI is framed as a disruptive force, reshaping both local societies and humanity 
at large, making it an inevitable necessity for socio-economic survival. Third, while the 



 
tech-driven path to socio-economic progress is seen as inevitable, governing authorities 
must actively manage or harness AI. Across the three societies, policymakers establish 
AI frameworks that allocate resources, coordinate diverse stakeholders, strategically 
engage with the global tech economy (Yeung, 2016), and navigate the uncertainties 
inherent in AI-driven reforms. However, distinct imaginaries emerge in each society, 
shaped by unique socio-historical contexts and political cultures: (1) AI as a tool for 
cybernetic pragmatism in Singapore, (2) the techno-entrepreneurial reconfiguration of 
financial capitalism through AI in Hong Kong, and (3) AI as a defensive strategy for 
economic nationalism in Taiwan. 
 
Singapore’s one-party dominance is rooted in consistent ideological efforts that 
leverage pragmatic rhetoric to link the city-state’s success with its ability to attract global 
capital, requiring a stable political system led by an experienced, meritocratic, and 
technocratic authoritarian government (Tan, 2012). Since 2014, under the framework of 
Smart Nation, Singapore has led East Asia in investing in data-driven technology for 
urban governance and digital public welfare, reflecting a data-solutionist vision of 
national branding. Notably, Singapore has made significant strides in AI integration 
within healthcare, with healthcare professionals receiving AI training, Synapxe (the 
national health tech agency) launching AI-powered health solutions in 2023, and the 
ongoing development of the Digital Mental Health Connect (DMHC) nationwide platform 
to enhance predictive, or even cybernetic, care in support of consolidating authoritarian 
legitimacy. 
 
Post-colonial Hong Kong’s distinct status, operating under the “One Country, Two 
Systems” constitutional framework, entices Chinese state-owned enterprises to see the 
city as a strategic offshore platform for capitalization, investment, internationalizing the 
renminbi (RMB), and acquiring sensitive Western technologies banned in mainland 
China (Hung, 2018). Now positioned as a regional technology hub within China’s 
national planning, Hong Kong represents a techno-developmental pathway for 
refashioning China’s state-driven financial capitalism. Given its nodal position in global 
capitalism since colonial times, Hong Kong has leveraged its historical legacy to attract 
international financing for AI innovation, envisioning a future rooted in techno-
entrepreneurship within the global AI chain. Yet, the increasing economic dominance 
and political influence wielded by Chinese state-owned companies and their affiliated 
princeling elite pose a paradoxical threat to Hong Kong’s autonomy from Beijing and 
risk undermining its unique standing in global financial capitalism (Hung, 2018). 
 
Meanwhile, Taiwan, long a leading player in global semiconductor manufacturing, faces 
the dual challenge of addressing internal socio-economic instability and external threats 
from mainland China’s global expansion and the China-US rivalry. This calls for a 
defensive yet export-oriented technoscientific strategy of AI. Since the mid-2010s, 
Taiwan has ambitiously positioned itself as an Asian Silicon Valley, strategically 
collaborating with local, national, and transnational actors, notably through the localized 
development of traditional Chinese large language models to protect its cultural 
sovereignty and attract Western tech capital to strengthen its national AI industry. 
Leveraging its reputation for effectively managing the COVID-19 pandemic, as well as 
its democratic institutions and civic culture, Taiwan projects a long-term defensive 
survival strategy to strengthen its tech-driven economic nationalism (Hsu, 2017). 



 
 
In conclusion, this paper contributes to understanding the heterogeneous sociotechnical 
imaginaries of AI innovation beyond the binary of Global North and South. It also shed 
lights on a more contextual approach to the historicity of techno-developmentalism. 
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Appendix 1: Key events and tech policy document selection 
 Year of 

release 
Policy title / Event  

Singapore 2024 
2023 
2023 
2019 
2019 
2015 
2014  

Smart Nation 2.0  
Singapore National AI Strategy 2.0 
Digital Connectivity Blueprint  
National AI Strategy 
5G Innovation Program 
Infocomm Media 2025 
Smart Nation Initiative is launched  

Hong 
Kong 

2024 
 
2024 
 
2022 
2021 
2020 
2019 
2017 

Policy Statement on the Responsible Application of AI in the 
Financial Market 
Hong Kong AI Industry Development Study (issued by Hong 
Kong Productivity Council) 
Hong Kong Innovation and Technology Development Blueprint 
People’s Republic of China (PRC) Five-year Plan 
Smart City Blueprint 2.0 
Greater Bay Area Outline Development Plan 
Smart City Blueprint  

Taiwan 2024 
2023 
2023 
2018 
2021 
2016 

Asia Silicon Valley Development Plan 3.0  
Taiwan Chip-based Industrial Innovation Program  
AI Taiwan Action Plan 2.0 (2023-2026) 
AI Taiwan Action Plan (2018-2021) 
Asia Silicon Valley Development Plan 2.0  
Asia Silicon Valley Development Plan 1.0 (2016-2020) 
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