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“For you, it can be a joke. For me, it was violent". This is one example of a new set of 
responses introduced by Bradesco Bank, the third-largest banking institution in Latin 
America, to their chatbot called BIA - Bradesco Inteligência Artificial (Bradesco Artificial 
Intelligence, acronym translated from Brazilian Portuguese). In April of 2021, Bradesco 
launched a new transmedia advertising campaign called "BIA's New Responses Against 
Harassment" (Bradesco, 2021), which featured a video that showcased BIA's less 
subservient responses to verbal attacks frequently sent to the virtual assistant. 
According to the bank, BIA received around 95,000 messages of offenses and sexual 
harassment (Propmark, 2021). The campaign had massive digital repercussions, 
especially the video on YouTube that had accumulated 168 million views, 17,508 
comments, and over 44 thousand dislikes and 10 thousand likes (as of June 2021).  
 
Following worldwide trends in the gendering of AI assistants such as Amazon's Alexa, 
Microsoft's Cortana, and Apple's Siri, Bia is a common nickname for women called 
Bianca or Beatriz in Brazil. After its first initial advertising campaign, the chatbot was 
anthropomorphized and called by the pronoun "she," confirming its explicit feminine 
persona. However, feminist researchers have argued that the feminization of these 
assistants reenacts oppressive gender roles (Phan, 2019; Woods, 2018).  
 
The video was aligned with UNESCO's international initiative "Hey Update My Voice", a 
movement aiming at "pushing back against gender bias and sexual harassment of AIs" 
(heyupdatemyvoice.org, 2021). The initiative argued that these assistants are coded as 
feminine, on par with previous arguments. As Wajcman (2006) and Noble (2018) have 



 

 

postulated, technologies carry the signs of their designers and the culture in which they 
are developed so that they can reinforce gender, ethnic-racial, and class prejudices.  
 
This paper is an invitation to think about how the audience's negative reaction to the 
campaign illuminates the social and symbolic asymmetries in feminized work. One of 
our guiding questions in this research was: "Who is being dehumanized through BIA, 
and in turn, who becomes more human?".  The comments help us to reflect on 
understanding what constitutes the human in artificial intelligence and how the 
harassment of this virtual chatbot relates to the harassment suffered by women in virtual 
settings. To critically analyze these texts, we have conducted a qualitative content 
analysis on 500 comments with the highest number of likes on the official Youtube video 
of the campaign, collected through Youtube Data Tools.  

 
By way of contextualization, it is worth noting that the repercussion of the ad on social 
networks is part of a broader context of polarization between the left and the right that 
has marked Brazilian political life, at least since 2013, from the protests held that year, 
through the articulated coup against President Dilma Rousseff, the rise of the extreme 
right represented by Bolsonaro and the recent election of Lula. In order to move away 
from technological determinism, we understand from Machado and Miskolci (2019) that 
these polarizations were not caused by social networks but made visible, catalyzed, and 
deepened by these same networks. These disputes have been especially characterized 
by the dissemination of moralizing guidelines in the sphere of sexuality and gender by 
various political-religious actors, based on what Miskolci defines as moral battles in the 
technical-mediatizing public sphere (MACHADO, MISKOLCI, 2019), in addition to other 
conservative agendas symbolized in the fight against corruption and a supposed 
communist threat.  
 
As communication scholars, we come from a tradition that sees "the semiotic 
construction of gender by different social technologies has concrete and material 
implications for people's lives" (De Lauretis, 1987). Also, we see advertising as a 
gendered technology that puts representations of femininity and masculinity in media 
circulation. Another productive concept is framing this ad as part of a broader trend of 
Outvertising. Mozdzenksi(2020, 2021) discusses how moral battles in the Brazilian 
advertising context are also expressed in the communication of brands, especially in a 
context in which advertising has been associated with social causes and guided issues 
of gender and sexuality. Outvertising is based on inclusive, tolerant, and pro-diversity 
discourses that denounce prejudice, stigma, discrimination, and violence against 
socially minority populations, even with significant tensions. 
 
We found intersecting but distinct themes that emerged from our thematic analysis of 
the comments. There is a recognition of the precariousness of female work and the 
harassment suffered by bank and call-center employees. Still, commenters are critical 
of the idea that robots can be victims of harassment. A large number of critical 
interactions and negative reactions demonstrate once again, even if metaphorically, 
mediated in the figure of a virtual assistant, the discomfort that any posture that contests 
sexism and violence may suffer on the internet. The commentators' resistance to 
change, the shameless reaffirmation of their harassment, and their constant irony 
emerge as expressions of “hegemonic masculinity” (Connell and Messerschmidt, 2005). 



 

 

 
A recurring theme in our sample could be explained as commenters feeling 
dehumanized while artificial intelligence is humanized. As one of our most liked 
comments said:  "No friend if you messed with a robot, then you went too far, let's fight 
for Bia's human rights ah no, wait." This effort to place BIA within the boundaries of 
humanness enacted by the video, or as "someone" that can suffer harassment by other 
humans, may also work to conceal the lack of support that real call center women suffer 
every day within the bank. This argument seems to be directly linked with the 
technoliberalism ideology proposed by Atanasoski and Vora (2019). Looking for 
"technological enchantment" by automated objects, real labor is obscured by putting 
forth autonomous machines that seem to have a life of their own.  
 
Most of the commenters seem oblivious to the importance of symbolic harassment, at 
the same time, they support their objection by reclaiming the boundaries of humanness, 
especially the humanness that is denied women in assistant roles. As a sarcastic 
commentator said: "even artificial intelligence has more rights than me." This type of 
comment also shows how the audience understands exploitation. As Judy Wajcman 
famously proposed, "an emancipatory politics of technology requires more than 
hardware and software; it needs wetware - bodies, fluid, human agency" (2006). 
Through this, we show how the audience reflects on the contradictory understandings of 
the humans rendered invisible in technology and that changing the materiality/code of 
technology is not enough to affect systems of gendered oppression. 
 
As a final comment, the comments reflect on the mismatch between the issue of 
harassment raised by the campaign and the categories raised by the commentators. 
The campaign sought to use the BIA's new responses as an example of ways in which 
women can respond to offensive and unwelcome interactions and, in so doing, 
presented a less subservient female persona. 
 
The large number of critical interactions and negative reactions demonstrate once 
again, even if metaphorically, mediated in the figure of a virtual robot, the discomfort 
that any posture that contests machismo and violence suffers daily on the internet. The 
commentators' resistance to change, the shameless reaffirmation of their harassment, 
and their constant irony emerge as expressions of hegemonic masculinity. 
 
Similar to other moral panics and delegitimization of other examples of outvertising, the 
comments invest in efforts to silence the debate; create catastrophic and undesirable 
futures; and demoralize the "lacradores" - which are seen as crazy, without a sense of 
true justice. 
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