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Abstract 
 
Memes are an important facet of current online communication on social media, with 
rich social, political, and cultural significance and power. This present work focuses on 
developing computational frameworks to support textual and visual content analysis of 
online memes, assisting the profiling of the unique contents and interrelationships of 
different meme characteristics. The framework focuses on decomposing the multimodal 
subcomponents of online memes to support accurate sorting and classification of meme 
exploitable and other rich textual materials. We showcase the development of the 
multimodal meme classification toolbox through a series of case studies of specific 
meme subcultures, with a view towards bolstering and extending existing meme 
analysis methods for cultural and media studies. 
 
Introduction 
 
Multimodality is “the normal state of human communication” in contemporary 
communication (Bateman, 2014; Kress & Van Leeuwen, 2020) and particularly in online 
social media (Kiela et al., 2018). One of the most interesting and prevalent multimodal 



 

   

 

information forms online is visual memes such as image macros, which are media 
objects made up of photos and superimposed texts, symbols and other exploitables. 
 
Memes are popular within everyday online discourse as they allow users to encode 
sentiments and opinions in an engaging format, which attract people’s attention, 
propagating to more people in little time (Johnson, 2007; Shifman, 2013). These 
characteristics are in line with the context of the Internet, especially contemporary 
political expression (Heiskanen, 2017) or as cultural capital (Nissenbaum and Shifman, 
2017). Increasing evidence, however, has shown that while there are emotional 
expressions through this multimodality such as emotions (Nissenbaum and Shifman, 
2018), memes nowadays are deeply aligned with everyday online communication that 
tends towards disruptive (racist, gendered, hateful content, etc.) speech and are used to 
convey and spread false information. For instance, the many disinformation campaigns 
that centred on the Pepe the Frog meme during the 2016 US presidential election. 
Thus, there is a need for more complete and reliable methods and tools for fine-grained 
but large-scale meme analysis. 
 
Computer vision scholars have previously deployed computer vision techniques to study 
the visual patterns of memes posted on social media (He et al., 2016). Recent studies 
also deploy Optical Character Recognition (OCR) to extract text from images, utilising 
these different modalities through advanced computer vision and natural language 
processing models (Du et al., 2020; Singh et al., 2021). Some studies also propose 
streaming pipeline frameworks to detect and compare trending events with online meme 
generator websites (e.g., Know Your Meme) to cluster images into meme template 
groups (JafariAsbagh et al., 2014; Zannettou et al., 2018).  
 
Despite many breakthroughs in the development of computational methods for 
detecting and classifying memes, these techniques are still limited in how well they 
support exploratory analysis of online memes. This limitation is largely due to the 
multimodality of memes, particularly the intersection of these modalities where these 
components play a joint role in conveying the meaning of the meme (Smitha et al., 
2018). Furthermore, previous methods often work as end-to-end ‘black box’ systems 
that prevent researchers from interrogating and understanding how and why specific 
inputs are classified or clustered in specific ways (Burgess, et al., 2021). These 
methods may also ignore the latent political and cultural patterns reflected in isolated 
modalities while some other qualitative analysis methods are hard to deploy on large-
scale meme detection and analysis (Nissenbaum and Shifman, 2018). 
 
Owing to these critical gaps, the present work focuses on developing a computational 
framework that can separate different components of image macro memes into their 
constituent multimodal features for examination while also supporting combinations of 
modalities where such combinations have direct consequences for interpretations of the 
memetic material. By doing so this method contributes a more complete and extensible 
meme study framework with conceptual and methodological approaches for media and 
cultural studies scholars. 
 



 

   

 

 
 
 
Meme Machine: A novel multimodal Computational Framework for Meme analysis 
 
The Meme Machine is a computational meme analysis framework that provides 3 main 
functionalities:  

• classify memes based on existing known exploitable or other signifiers;  

• cluster memes together based on visual similarity; and,  

• cluster memes together based on semantic similarity.  
 

 
Figure 1. The Meme Machine integrates various multimodal algorithms and models to 
extract different features, segmenting the original image into subcomponents. The 
subcomponents are fed further into meme machine to obtain clusters of memes based 
on the subcomponents. 

 
The first step in the meme machine is to decompose the input meme into its various 
constituent parts. This decomposition is achieved using a combination of text detection 
methods and a single-shot classification approach pre-trained on known exploitable 
materials, sourced from common online meme dictionaries and taxonomies. This 
decomposition process ties in with the first functionality in providing confidence scores 
for the presence of specific exploitable within the input. 
 



 

   

 

Clustering through visual similarity operates by running decomposed images through a 
pretrained image classification model to extract feature vectors, used to group other 
images with similar feature vector values. Semantic similarity works in a similar manner 
except that text is run through an additional pretrained topic model to extract feature 
vectors.  
 
To enable these processes, we use a variety of existing machine learning approaches, 
stitched together to help identify components of memes. An example of one approach 
deployed is Tesseract, an OCR engine that can detect text within an image and provide 
locations of where text was detected. Based on these locations, those multimodal 
components can be segmented and treated independently of each other.  
 
We also make use of the ‘Image Machine’, a machine vision tool based on the critical 
simulation methodology that was designed to help scholars understand how machine 
learning technologies operate (Burgess, et al., 2021). The image machine provides 
functions that allow the unsupervised clustering of sets of input images into emergent 
clusters based on shared visual features and latent aesthetic features. After feeding the 
decomposed visual components through the tool, we receive clustering information of 
similar components. This information can be combined with other clustering data to 
assist in the overall clustering and organisation of memetic materials for interpretative 
analysis. 
 
Result 
 
While this toolkit is still a work in progress, initial experiments in feeding a dataset of 
memes through the tool show that it can isolate various themes and patterns from the 
dataset of memes. An example is seen below, where the original input of memes is 
seen compared to the output structured set of memes after passing it through the tool. 
 
 

 
Figure 2. The sample of original input from the total meme dataset before passing 
through the tool. 



 

   

 

 
In this image, we can see a small portion of the total meme dataset, including a variety 
of styles and messages within the memes, all of which is unstructured (not organised by 
any metric except name). By putting it through the tool, this collection of images will be 
structured such that visually similar images (memes) will be clustered together.  
 
In Figure 4 we see what happens when the last cluster (lower right in Figure 3) is 
selected. Memes within this cluster (group) can be seen to be highly visually similar, 
sharing a header with a red underline, a subheader whose text varies, and side-by-side 
portraits of Democratic Presidential nominees Bernie Sanders and Hillary Clinton, each 
portrait having various text underneath.  
 
The Meme Machine example above is achieved without extracting text from the images, 
so these memes were not grouped by anything text related. This capability for semantic 
clustering is being explored currently, and will be added in upcoming versions including 
text-based clustering (such as topic modelling and sentiment analysis) as additional 
inputs into the meme cluster determination. 
 

 
Figure 3. 16 groups of memes are identified here, each with a centroid image of each 
cluster as a summary of memes located in this cluster. These meme clusters have 
distinct visual similarities in their use of exploitables and overall composition. 

 
 



 

   

 

 
Figure 4. The memes within the same clusters after passing through the tool have a 
strong visual similarity. However, present progress hasn’t conducted the similarity 
reflected in such as semantic patterns or other modalities. 
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