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Abstract 
Coordinated online disinformation campaigns are by nature difficult to detect. In 
response, communication scholars have developed a range of methods and analytical 
frameworks to discover and analyse disinformation campaigns. The use of social 
network analysis (SNA) to find and map coordinated behavioural patterns has become 
increasingly popular and demonstrated effective results. However, these methods are 
designed for text and behavioural but miss an important aspect of disinformation 
campaigns: image-based coordination. This paper examines this gap by introducing a 
multimodal network analysis framework to map coordinated retweeting behaviour and 
coordinated image-sharing. We show that image-based coordination is both widespread 
and different in structure to other forms of coordination. This is important because it 
highlights a major gap in research, where text-based computational methods are not 
suited to detecting and analysing the scale and scope of visual disinformation on 
platforms. To address this, we suggest new methods to complement existing 
approaches, using deep learning models and advanced SNA to detect image similarity. 
The paper concludes with a reflection of limitations and suggestions for the next steps. 
 



 

 

 
Introduction 
The growing prevalence of online influence campaigns that spread false or misleading 
information on social media has become one of the main threats to platform integrity, 
trust, and safety. New and emerging scholarship has begun to focus on the group-wise 
interactions and organizational mechanisms in these influence campaigns, which 
platforms characterize as ‘coordinated inauthentic behaviour’ (CIB) (Gleicher, 2019) - a 
group of diverse actors act together in organized ways to exert and amplify influence on 
a large number of targeted users on online social media. Nevertheless, previous studies 
on CIB mainly focus on text-based coordinated behaviour and ignore the influence and 
harms driven by the semantic false content embedded in images. 
 

 
Figure 1. Pro-Russian images shared in the influence campaigns from the Russia-
Ukraine War. 
 
This is problematic given that images nowadays increasingly play a dominant role in 
political mobilisation as image-based content more easily conveys and expresses 
people’s sentiments and opinions (Johnson, 2007) in the context of the current online 
sphere (Heiskanen, 2017). In fact, Images are easy o manipulate and those that contain 
problematic and/or false content often escape traditional detection (Thomson et al., 
2022). Similarly, images that do not represent false or misleading information can be 
de- or re-contextualized to support and spread malinformation (Wardle, 2022), evading 
the detection of both researchers and platforms. The widespread of visual influence 
campaigns such as meme warfare (Merrin, 2019) and fake 'fact-checking' infographics 
(Romero, 2022) are frequent practices of coordinated disinformation campaigns and 
conspiracy theory groups (Krafft & Donovan, 2019). For instance, several pro-Russia 
images in the form of memes and infograph are posted and shared in the pro-Putin 
(#IStandWithPutin) communities (Figure 1). 
 
This paper presents a novel study in studying image-based coordination network. We 
examine the recent breakthroughs in social network analysis for detecting coordinated 
activity on social media platforms (Keller et al., 2019; Schoch et al., 2022) and open-
source toolkits (Giglietto et al., 2020; Graham, 2020; Righetti, 2021). Given these 
approaches only make use of text and URL-based data as well as behavioural activities 



 

 

(e.g., retweeting and replying) and are poorly suited to image-based content and online 
image-sharing behaviours, this study poses and answers three research questions: 
 
1. How can coordination network analysis be modified to incorporate image-based 
content? 
2. How does the volume and network structure differ between coordinated image 
sharing and text-based tweeting network?  
3. How can we develop methods for detecting and analysing sets of similar images 
shared in influence campaigns? 
 
 
Methods 
 

To address our research question and construct image-based coordinated networks for 
Social Network Analysis, we have enhanced existing 'coordination network analysis' 
methodologies. Our extension allows for the identification of accounts that post not only 
similar textual content but also share visual content, all within a short time frame (e.g., 
within 60 seconds). In our approach, we process both textual and visual data, 
converting them into embedding feature vectors. For the textual data, we utilize a 
pretrained BERT-based (Bidirectional Encoder Representations from Transformers) 
text-embedding model. For the visual data, we employ a pretrained Vgg16 model 
(pretrained on the ImageNet Dataset). To integrate these two types of data, we deploy a 
multimodal model, fusing the two embeddings into a single joint multimodal vector that 
represents the original posts. This method addresses the limitation in previous RGB 
Histogram feature vectors (Pacheco et al., 2020) by obtaining more hierarchical and no 
hand-crafted features. Following this, we calculate the cosine similarity between vectors 
in each pair of posts. Actors with higher similarity values that also meet our extended 
criteria for coordination are then connected and mapped. The final step of our process 
is achieved through the use of a toolkit developed by Graham (2020), ensuring a 
comprehensive and robust analysis of coordinated network activities. 
 
We evaluate our methods through a case study of Russian visual disinformation sharing 
in a coordinated fashion on Twitter by over 78487 pro-Russia and pro-Putin accounts, 
as well as fringe bot- and troll-like accounts, on Twitter that posted text-only or image 
content (n=13140) with the hashtag #IStandWithPutin in 2022 during the start of the 
Russia-Ukraine War. 



 

 

 
Figure 2. Comparison on number of posted tweets among text-only (yellow) and 
multimodal (orange) content 
 
 
 
Results 
 
The descriptive comparison Figure 2 demonstrates the obvious difference in number 
between text-only tweets and ones containing images during the period at the start of 
the Russian invasion. We generate two coordination networks, one text-based and one 
multimodal network. We define the similarity threshold as 0.9 for both networks to 
indicate the highly similar pairs of posts. We also define the time window as 60 seconds 
and edge weight larger than 2 to detect pairs of nodes (accounts) in the network who 
must have posted similar images at least twice within 60 seconds of each other. All 
colored clusters within the multimodal coordination network share a pro-Russian 
sentiment while the sentiment within the text-based network is much the same. The 
text-based coordination network consists of 322 nodes and 320 edges while the 
multimodal coordination network consists of 188 and 286 extra nodes and edges, 
respectively. The accounts in the multimodal network are more likely to share media 
content (e.g. images, videos, etc.) than in the text-based network. The results illustrate 
that the multimodal method effectively supplements the text-based detection method 
and expands the original method in detecting image-based coordination and more 
importantly, the multimodal level.  
 
 
 

 



 

 

 
Figure 3. A text-based and a multimodal coordination network generated from the 
#IStandWithPutin dataset. 
 
 
Conclusion 
 
Image-based online communication by posting and sharing on social media has 
become an important mechanism in influence campaigns. The new multimodal 
coordination detection method utilises non-textual modes of data and information and 
introduces network-based analysis methods for detecting and studying multimodal 
content. Although it is an ongoing project, the results illustrate the irreplaceable key role 
of multimodal methods in the practice of more complete and multimodal social media 
network studies and also serve to further improve coordination detection in 
disinformation campaigns. We also suggest deploying the image clustering method in 
future work to partition the images into semantically meaningful clusters to interpret their 
implicit relationship and use clusters as the indicator for sameness instead of explicit 
similarity measurement. This method can help us conduct the analysis of memetic 
templates such as image macros. Apart from image and text, there are more 
unexplored forms and modes of information, where we look forward to future work 
leveraging more advanced methods to study more diverse coordinated activities such 
as online activism and participatory culture. 
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