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Introduction

Social media platforms such as TikTok, Snapchat, Instagram, and Facebook offer a
range of features for children and young people to interact with one another. The
advancements in Internet communication technologies (ICTs), artificial intelligence (AI),
and augmented reality (AR) have enabled such platforms to provide many features,
including digital effects or "filters" that enhance photos and videos. Supported by AI
algorithms that detect faces and other objects, such filters help beautify the media
content further. Moreover, AI-enabled content recommendation and personalisation
allow platforms to keep users engaged for long periods. Social media platforms also
leverage AI-based content moderation or proactive moderation to filter out harmful
online content before showing it to users. Recent transparency reports by Instagram,
Facebook, TikTok, and YouTube indicate an upward trend in proactive moderation of
online content followed by a decline in user-reported online content [1]–[3]. While
promising, there is limited insight into how these AI algorithms function in real-life
scenarios, the user behaviour patterns they learn, and the potential risks like content
filtering failures, privacy breaches, and restrictions on freedom of expression.

Recent studies suggest that children and young people are concerned about AI failures
and biases in surveillance and profiling by AI [4], [5]. While it is vital to involve children
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and young people in crafting AI content filters, ethical concerns persist regarding
informed consent, participation, mitigation of biases (both implicit and explicit) in AI, and
ensuring safeguards for their well-being throughout the AI design [6], [7]. Additionally,
safeguarding children and young participants from re-exposure to potential traumatic
content is paramount. This article attempts to shed light on ethical concerns in AI
system design and possible steps for mitigating those concerns.

AI algorithmic opaqueness

AI techniques leveraged by social media platforms to combat harmful online content
remain somewhat opaque. However, insights from strides in computational research
offer potential strategies utilised by such platforms [8]. Competitions like those by
Semantic Evaluation1 (SemEval) [9]–[14], have advanced the development of systems
capable of identifying various online harms. Despite such systems demonstrating high
accuracy in detecting harmful content, they are not near-perfect and often lack
consideration for children’s viewpoints in their design. Notably, studies focusing on
explainable filtering of online bullying text content have made strides in computational
research [15], [16], but fall short in incorporating children’s perspectives to enhance the
transparency of the AI filtering system’s decision-making process.

Current ethical risks in youth participation in AI design

AI system development relies heavily on extensive datasets for training and validation,
necessitating the annotation of a vast amount of data. Devising such systems for
identifying online harms hinges on meticulously annotated datasets. These labelled
datasets are crucial for training algorithms to understand the complexities of online
content and improve their efficiency in recognising various forms of harm. By engaging
children and young people in role-playing online bullying and aggression scenarios,
computational researchers [17], [18], were able to devise conversations that serve as
training data for AI systems to identify both bullying and aggression. Although the
role-playing technique effectively mirrors real-life scenarios and facilitates a more
comprehensive representation of bullying and aggression conversations for AI to
discern harmful content, it presents numerous challenges as well. One significant
limitation is the potential risk of re-traumatising children who might have previously
faced similar situations, potentially causing emotional distress when they engage in
such design activities.

However, excluding children and young people from the design process can result in
differing perspectives on identifying harmful and non-harmful content. A research study
by [19], found notable disparities between annotations by domain experts in [17], and

1 https://semeval.github.io ; Semantic Evaluation is a recurring series of computational semantic analysis
competitions currently in its 17th edition. In this competition, the goal is to test computational systems to
see how well they can understand and analyse language. The competition has multiple challenges
organised for different language processing, generation or inference tasks. The organisers of different
tasks in the competition provide text for the computer programs to analyse and also provide the labels or
annotations for the text.



children. Thereby implying that children and young people have higher thresholds for
defining online content as harmful than domain experts.

Ethical considerations going forward

While building resilience towards online harm is one of the key motivations to involve
children and young people in the annotations and design of AI systems, the risk of
re-traumatisation from an ethical standpoint is quite severe. Apart from obtaining
informed consent from children and their parents or guardians before being involved in
such research, there should be other risk mitigation strategies. Engaging in design
sessions with children and young individuals, as exemplified by prior studies [20]–[22],
involves conducting extensive workshops over several weeks with a diverse research
team. Ensuring the research team includes trained professionals, such as psychologists
or counsellors to offer support to children during the research process is essential.
Additionally, recent findings by [19], highlight the effectiveness of annotation of online
harmful content via “interactive games” for children serves as a platform to (a) educate
them on sensitive topics, (b) differentiate between harmful and benign content, and (c)
gather pertinent annotation through innovative design approaches. Granting children
and young people control over their participation and the right to withdraw if
uncomfortable or distressed is paramount and places their well-being above research
objectives. Prioritising participants’ safety might involve considering alternative
methodologies, such as utilising and augmenting previously collected relevant data.
Adopting a user-centred and age-appropriate approach remains critical, supported by
both pre-and post-design surveys to gauge participant sentiments and well-being.
Additional ethical considerations encompass establishing comparison groups, including
other annotators and non-participating youth, to evaluate experiences and well-being
during sensitive data annotation. Moreover, implementing a continuous feedback
(“human-in-the-loop”) mechanism is crucial for ethical AI system design. This approach
not only encourages user engagement but also ensures that the AI system remains
adaptable and responsive to evolving user needs. Furthermore, facilitating focus-group
participation in structured sessions provides a better platform for open dialogue,
enabling participants to express their perspectives, concerns, and ideas regarding AI
system design. Ethically addressing implicit and explicit biases within AI systems
requires deliberate efforts to recognise, analyse, and mitigate these biases. Diverse
representation becomes pivotal during system design, necessitating the involvement of
children from varied ethnic, cultural, and economic backgrounds. This involvement
ensures that the AI system accounts for a broad spectrum of perspectives, minimising
biases that might otherwise lead to unfairness or discrimination.

Conclusion

In conclusion, recent studies underscore the concerns of children and young individuals
regarding biases and failures in AI surveillance and profiling. Engaging them in the



design of content-filtering AI systems is crucial. However, ethical and rights-based
concerns persist regarding informed consent, participation, and addressing biases,
necessitating safeguarding measures for children in AI system design. To effectively
tackle these challenges, it is crucial to not only secure informed consent from both
children and their guardians but also conduct pre-study and post-study surveys. These
surveys serve as invaluable tools to assess the well-being and sentiments of the
participants throughout the research process. The research team's composition,
inclusive of trained professionals like psychologists or counsellors, is essential to
provide the necessary support to children facing distress during the research process.
Furthermore, conducting workshops and design thinking sessions involving groups of
children and young individuals rather than one-on-one interactions in AI system design
research is recommended. Implementing a human-in-the-loop AI system stands as a
critical measure to counteract potential biases replicated by AI systems in real-world
scenarios. These measures collectively contribute to a more ethical and responsible
approach to involving children and youth in AI system development.
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