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Introduction 
 
New technologies such as blockchain and cryptocurrencies decentralize transactions 
while introducing new vulnerabilities and “exposing the economy to threats 
unprecedented” (Dipietro et al. 2021, p. 66). In particular, when it comes to 
cryptocurrencies, scholars argue that the risks associated with cryptocurrencies are still 
unclear. Particularly, in the era of social media, the so-called information-based 
manipulation, perpetuated through spreading false rumors or information, can be 
conducted through numerous sources of information. One recent case that has 
garnered widespread attention is the GameStop short squeeze (Jetty et al. 2022). In 
January 2021, a group of Reddit users gathered in the subreddit R/WallStreetBets to 
drive up the stock price of GameStop, a struggling video game retailer. The coordinated 
effort caused significant financial losses for established hedge funds that had bet 
against the company's success. This incident highlights the power of coordination on 
social media in shaping financial markets and its potential to disrupt traditional 
investment strategies. However, it also raises questions about the ethical implications of 
manipulating public sentiment through media channels. While it is true that many of 
these Reddit users urge a shifting of power from the financial establishment into the 
hands of ordinary people, other news stories have revealed the great risks that these 
broader movements involve. For example, in 2022, the collapse of FTX, the third-largest 
cryptocurrency exchange by volume, caused hundreds of thousands of small investors 
to lose billions, in what has been defined as a "fraud of epic proportions" by US federal 
prosecutors (Sorkin et al. 2022). 
 
Some preliminary works investigate discussions on platforms such as Reddit (Glenski et 
al. 2019), Twitter, Discord, or Telegram (Nizzoli et al. 2020; Feder et al. 2018; Mirtaheri 
et al. 2019) with the aim of mapping both the ecosystem cryptocurrencies and possible 
forms of manipulations. Nonetheless, the research still lacks a clear and comprehensive 
picture of how widespread the phenomenon is, its actors, venues, and strategies of 
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media manipulation (Donovan, 2020) in the context of financial markets and throughout 
the whole ecosystem. Moreover, the question of evaluating the impact of such illegal 
manipulative practices on mainstream social media platforms still remains unanswered.  
 
To fill this gap, this work focuses on Facebook, as a venue for possible manipulative 
practices or scams related to cryptocurrencies. In this regard, it is useful to refer to the 
concept of coordinated inauthentic behavior: the activity of some people who employ 
groups of social accounts to carry out coordinated actions for the dissemination of 
content on social media, with manipulative purposes. Specifically, Coordinated Link 
Sharing Behaviour (CLSB) is a strategy for boosting the reach and distribution of links 
by using coordinated activities performed by Facebook accounts that repeatedly share 
the same content in a very short period from each other (Giglietto et al., 2020a). This is 
done through bots and automatic systems (Cresci 2020), fake or compromised 
accounts, which take on the appearance of real users, that is, with behavior that is 
perfectly plausible in the eyes of the platforms. For the latter, therefore, it becomes 
increasingly difficult to distinguish the activity of real users from that of bogus accounts, 
created ad hoc (Acker 2018, p. 4). 

Methods 
 
The CooRnet library, based on the R software environment, was used to identify 
networks of coordinated link-sharing accounts on Facebook (Giglietto et al., 2020b). 
CooRnet uses social media data to detect such coordinated networks of accounts that 
repeatedly share the same links in a very short amount of time. CooRnet has been 
widely used and increasingly adopted by scholars and research centers specializing in 
the detection and analysis of coordinated behavior on social media and disinformation, 
providing results capable of linking coordination to the dissemination of political 
information and disinformation during electoral and other circumstances (e.g. Ayers et 
al., 2021; Broniatowski, 2021; DFRlab, 2020; Giglietto et al., 2019; Giglietto et al., 
2020b). 

This work stems from a broader investigation into disinformation in Africa (Giglietto 
et. al 2022) where we identified different clusters of Facebook entities that shared 
content related to the world of cryptocurrencies in a coordinated way. One of these 
clusters appeared to be particularly relevant, being made up of 152 groups, with 
521 shared domains (521 full domains, with 477 parent domains). 



 

 

 
 

These signs of coordination allowed us to formulate our first research question, 
which guided our investigation into the intersection between Facebook and the 
crypto ecosystem: 

RQ1a: to what extent the content circulated by the crypto-cluster on Facebook can 
be deemed as problematic content? 

RQ1b: how many of the circulated links are presently active and how many are 
inactive? 

RQ2: what types of crypto initiatives emerge? 

To analyze this cluster related to cryptocurrencies, we collected through 
CrowdTangle 100,000 posts produced by the cluster itself, and extracted the links 
present in the posts of our dataset for a total of 12,033 URLs, calculating the sum 
of the interactions of the posts that linked to the same URLs. We, therefore, 
selected the 1,052 URLs that scored the most interactions. Then, to measure the 
relationship between problematic and non-problematic content (RQ1a), we verified 
how many of the links in our sample were active (RQ1b), through the automatic 
bulk check of the HTTP response status codes of the sampled URLs dataset. 

Results  

We found that a significant part of the links checked was inactive, and found that 
the absolute most widespread domain among the links of our sample was that of 
Telegram, a noteworthy 47%. Namely, links were related to Telegram bots, 
channels, groups, or profiles. We then manually checked all the Telegram links to 
better understand their status and found that a large part of the accounts was 



 

 

labeled by the platform as "scams".  

Lastly, to answer RQ2 we analyzed the remaining part of active Telegram 
channels, bots, and groups. The accounts displayed names, usernames, or 
descriptions referring to the possibility for users to receive free cryptocurrency 
sums. Cryptocurrencies were allegedly distributed to users as a reward for 
performing certain actions, such as clicking on social media or sending users’ data. 
In some cases, users were promised to earn cryptocurrencies by watching 
advertisements, or by playing so-called "bot games". A minimum threshold is often 
required for the withdrawal of the accumulated rewards and the instantaneousness 
of the payment of the rewards is almost always mentioned, as well as the reliability 
of the bots ensured. 

Some bots referred to the so-called "Airdrops", perhaps the most ephemeral 
category but also the most representative of all the operations we have observed, 
and the theme of the attention economy itself. Airdrops refer to short crypto-events 
in which small amounts of cryptocurrency are distributed completely free of charge. 
Airdrops represent an effective marketing strategy carried out by those who launch 
new crypto-projects, to achieve wider adoption of the new cryptocurrency, since 
the presence of mass adoption is considered a good metric. Conversely, Airdrops 
could also give a false impression of growth to users, that is, an inauthentic 
amplification, that is, letting users believe that the cryptocurrencies that are 
launched are much more widespread than they are. 
 
This paper explores the overlap between the cryptocurrency community and social 
media, analyzing how crypto-related projects are disseminated as a new type of 
problematic content on Facebook and Telegram. 
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