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This paper examines crackdowns on queer content on TikTok and creative responses of content creators to circumvent biased content moderation and cisheiteronormative censorship. The first portion of the paper demonstrates TikTok’s recurrent cisheiteronormative biases in content moderation decisions and examines select instances of LGBTQ+ content that has been censored on the platform. It also works to situate this within a broader trend of LGBTQ+ censorship across internet platforms. The second portion of the paper examines how LGBTQ+ TikTok users have built up folk knowledges and intuitive understandings of TikTok’s blackboxed algorithms and opaque content moderation policies, situating this discussion within theories of the ‘algorithmic imaginary’. It catalogs the myriad ways that TikTok users work to circumvent LGBTQ+ censorship on the platform (e.g. by tactically obscuring key words in both speech and text and obscuring body parts and scenes). In the final portion of the paper, I draw on the concept of ‘cruising’ and other constitutive silences of LGBTQ+ existence to show how LGBTQ+ users are particularly well suited to producing folk knowledge about blackboxed algorithms. In closing, I examine the affordances and the limitations of LGBTQ+ users’ approach to navigating platform governance – and content moderation practices more specifically – as well as call for more organized and collective action in search of more permanent changes towards LGBTQ+-friendly platforms.

TikTok has a troubled history of censoring LGBTQ+ content on its platform. It has censored depictions of homosexuality (e.g., holding hands, touching, kissing), reporting on homosexual groups, content promoting gay rights, and content promoting queerness in general in a number of conservative countries – Turkey being the most famous example (Hern 2019). Research has shown LGBTQ+ related hashtags being suppressed in at least eight languages, including Russian and Arabic (Li 2020; Ryan, Fritz & Impiombato 2020). Many American and Anglophone LGBTQ+ content creators have similarly reported biased moderation of their content, most notably amongst transgender content creators (Akinrinade 2021; Criddle 2020). TikTok has argued that many of these instances were due to their restriction of hashtags associated with...

‘pornographic searches,’ but this simply reifies the pornographication and/or hypersexualization of queer existence so frequently at the center of cisheteronormative censorship. It is worth noting that TikTok’s biased content moderation extends to many other socially marginalized groups, including Black content creators (Ghaffary 2021; Rosenblatt 2021), as well as the ‘ugly,’ poor, and disabled (Biddle, Ribeiro & Dias 2020). As such, TikTok follows in the wake of many other internet platforms in its institution of cisheteronormative content moderation policies (Blunt & Stardust 2021; Gehl, Moyer-Horner, & Yeo 2017; Monea 2022).

Within this context, TikTok users are rightfully concerned with the undue censorship of their content and invest their time and energy into avoiding having their content censored, deprioritized, demonetized, or otherwise shadow banned. TikTok has made big promises about opening up its algorithms, policies, and decision-making practices for outside review (Heilweil 2020; Knutson 2020; Matsakis 2020), and it leverages these promises to signal its commitment to ‘accountability’ and ‘transparency’ in attempts to mitigate public relations crises – like it coming to light that TikTok censors LGBTQ+ hashtags in eight or more languages (Li 2020). However, TikTok has not actually been very forthcoming with technical details about its algorithms or data about content moderation decisions and everyday users are left with little official or expert knowledge about how TikTok’s algorithms are working and what will and will not trigger undue censorship during the content moderation process.

As Abidin notes, “TikTokers have had to rely on repeated attempts, observed patterns, and gut feelings to figure out how the algorithm works, how to please the platform to facilitate their visibility, and how to have their popularity grow” (2020, p. 85). This process is akin to what Bucher calls an ‘algorithmic imaginary,’ which describes “the way in which people imagine, perceive and experience algorithms and what these imaginations make possible” (2017, p. 31), as well as Bishop’s work on ‘algorithmic gossip’ (2019) and ‘algorithmic lore’ (2020). Others have described this process as ‘algorithmic folklore,’ writing:

TikTok users have speculated about coded discrimination on the platform, sharing individual experiences and anecdotal evidence to identify and disrupt the algorithm. Engaging in collective guesswork, these users take to the comments section to propose different theories about why the algorithm acts in discriminatory ways. […] By sharing experiences, asking questions, and crowdsourcing answers, teens are developing an algorithmic folklore while discerning the potential motivations behind TikTok’s software engineering. (Akinrinade 2021)

This is a departure from traditional folk psychology, which explains the ways in which humans perceive, explain, predict, and criticize one another’s behavior – largely through the attribution of mental states to others (Hutto & Ravenscroft 2021).

LGBTQ+ users are particularly adept at producing folk knowledge about TikTok’s algorithms and content moderation policies, given both the general cisheteronormative bias of online content moderation and TikTok’s specific history of censoring LGBTQ+ content on its platform. The practices they employ to identify and avoid
cisheteronormative content moderation practices on the platform include (but are not limited to):

- Intentionally using language, keywords, hashtags, and images that they anticipate triggering censorship and cataloging TikTok’s responses
- Continually A/B testing the platform’s content moderation by posting multiple iterations of the same videos with slight alterations to see which elude the algorithm’s content moderation
- Engaging in motivating misspelling and mispronunciation of words understood to trigger censorship (e.g. ‘seggs’ or ‘s*ggs’ in place of ‘sex’)
- Tactically covering or obscuring certain parts of the body, background objects, portions of images, etc.
- Leveraging specific audiences, hashtags, and cross platform links to boost LGBTQ+ content
- Utilizing comment spaces and forums on other platforms to collectively produce, collect, archive, and disseminate folk knowledge for LGBTQ+ TikTok users

In fact, LGBTQ+ content creators might be particularly well positioned to produce these folk knowledges for evading cisheteronormative algorithmic censorship. As Sedgwick (2008) has shown, queer folx are particularly well versed in navigating the constitutive silences of discourse, determining safe and unsafe conditions of speech and the attendant meanings of such determinations. This capacity is paralleled by the ability to navigate visibility and invisibility in public spaces, particularly as evidenced by ‘cruising’ wherein queer folx navigate precarious but coded acts of public disclosure of their sexuality in search of erotic partners (Bullock 2004; Humphreys 1970; Leap 1999). Algorithmic folk knowledges require similar capacities to navigate speech and silence, visibility and invisibility, all with increasingly high stakes for participating in everyday digitally connected life. In closing, I suggest that perhaps we might follow Muñoz (2009) in looking to these practices of ‘algorithmic cruising’ for a more utopic digital future.
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