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Background  
 
Returning citizens struggle when reentering society as their criminal record follows them 
around. In the age of big data and algorithms, finding information about someone’s 
criminal past is often as simple as typing their name into a google search. An estimated 
40-70 million Americans have criminal records (Lageson & Maruna, 2018), showing just 
how important it is to research people’s lives after incarceration. In this study, I ask: In 
what ways does the visibility of information about returning citizens’ criminal record as it 
appears on search engines impact their lives? What strategies (if any) do they use to 
manage their criminal record in search?  
 
We need research focused on understanding how people live with algorithms and big 
data systems, and what impacts they have in people's everyday lives (Bucher, 2017; 
Christin, 2017; Eubanks, 2018). This study looks at the consequences of big data and 
algorithmic decisions for everyday people by studying the “experiences and practices of 
people subject to these systems” (Ziewitz & Singh, 2021, p. 11). Moreover, returning 
citizens are a particularly vulnerable population that need more attention and support 
within communication scholarship (Reisdorf & Rikard, 2018; Ogbonnaya-Ogburu et al., 
2019).  
 
As algorithmic and big data systems continually classify and order our lives (Fourcade & 
Healy, 2013; Zuboff, 2019), we need to examine how technologies may act as a form of 
“social control” (Gurusami, 2019, p. 449). The impacts of incarceration have long 
extended beyond a prisoner’s sentence, with Michelle Alexander (2010) deeming mass 
incarceration the “New Jim Crow”. Upon reentering society, returning citizens face 
stigma associated with their sentence, along with challenges in gaining employment, 
access to public assistance, and disenfranchisement, among other effects. The long-
standing impacts of systemic racism have led to racial differences in the criminal legal 



 

 

system and we must recognize the racism embedded within digital technology 
(Benjamin, 2019; Ogbonnaya-Ogburu et al., 2020).  
 
Method 
 
In-depth qualitative interviews were conducted, lasting between 30 minutes and 1.5 
hours, which were audio recorded and transcribed. One challenge was gaining access 
to this population, especially given returning citizens can have less digital literacy and 
can avoid technology (Lageson, 2020). Recruitment occurred through previous 
contacts, along with snowball sampling. Given the ongoing Covid-19 pandemic, 
interviews have been majority conducted over the phone, which has the advantage of 
enabling discussion with participants in different parts of the US, yet at the same time, 
inevitably, doing phone interviews posed challenges especially given the lack of phone 
and internet familiarity some people in this population have.  
 
I used a thematic analysis approach (Braun & Clarke, 2012), developing a coding 
scheme that reflected all relevant topics, with a particular focus on visibility of one’s 
criminal record online. This method allowed me to answer my specific research 
questions and better understand participants’ experiences and how they think about 
their experiences with digital technology. Moreover, to protect the privacy of this 
particularly vulnerable group, all participants were given pseudonyms and treated with 
full anonymity. Lastly, it is important to point out that this project is framed withing the 
US criminal legal system context. Future work should focus on people’s experiences 
with criminal records in other countries. 
 
Findings 
 
Returning citizens struggle when re-entering society into a technologically driven world 
which they do not necessarily know how to navigate, which leads to embarrassing and 
frustrating experiences, especially for those who have been incarcerated for long 
periods of time. Moreover, returning citizens’ presence in google search results impacts 
them in various ways, such as in their search for economic opportunities, social 
relationships, and housing. Returning citizens cope with uncertainty in not knowing 
where exactly their criminal record is showing up, how its impacting them, who its 
impacting, and who is seeing it. Their presence in Google’s algorithms had an immense 
impact over participants lives, yet they weren’t always sure how that power was being 
enacted, or what to do about it.  
 
While past research has shown how people can prefer to reveal sensitive or potentially 
stigmatizing information subtly, and over time (Andalibi et al., 2018), returning citizens 
are not able to do this. Instead, they adapt by being very upfront about their criminal 
record. An implicit assumption of much digital divide work is that people can and should 
be online. Yet some returning citizens outright reject the use of online systems, 
concluding these systems are not made for them. 
 
Our findings add to critiques about the prison-industrial complex and how our reliance 
on big data and algorithmic systems can perpetuate unequal and colonial power 
dynamics. This work emphasizes the importance of studying marginalized experiences 



 

 

with technology, and the everyday experiences of users who live with digital systems 
that rank and order their lives.  
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