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In recent years, male supremacist and anti-women formations have become 
increasingly prevalent online. In particular, considerable attention has been focused on 
the incel (involuntary celibate) community due to a number of high-profile mass killings 
in the United States, Canada and, more recently, the UK. Incel ideology is a 
misogynistic formation, whose male proponents blame women for their lack of sexual 
activity. It operates in the broader virtual space of the manosphere, a loose 
conglomerate of online communities spread across various digital platforms, which are 
united in their antipathy toward feminism, their belief in evolutionary psychology and 
their adherence to the Red Pill (a process of enlightenment, whereby one comes to 
understand the world as a liberal feminist conspiracy that disadvantages men).  
 
 
This research tracks the dynamic pathways by which incel ideology spreads within and 
across online communities, digital platforms and geographical spaces, with a view to 
better understanding processes of radicalization, including ‘algorithmic radicalization.’ 
We also explore the dynamic interplay between incel and alt-right rhetoric, a 
phenomenon that is increasingly being noted in the academic and journalistic literature 
(Evans 2018; Munn 2019; Baele et al. 2020; Johanssen 2022). Understanding the 
contagion dynamics of extremist ideas is crucial to researchers, educators, platforms 
and security practitioners: how such ideas circulate, gain new audiences, morph into 
new ones, etc. However, theoretical and practical understanding of the online contagion 
of extremist ideologies is lacking. It is only by understanding these ‘pilling pipelines’ 



 

 

(Ging and Murphy 2021) that effective interventions can be developed, whether 
educational, technological, legal or platform-governance-related.  
 
 
The recent, evolving and growing constitution of incel ideology through repeated online 
interactions and offline acts of violence offers a useful case for the study of the 
contagion dynamics involved in online extremism. By studying the incel online space, 
this project systematically investigates four different axes of contagion that are at play: 
 

1. First, incel ideology has exhibited – and continues to do so – contagion across 
different digital platforms, constituting a multifaceted, ever-evolving online 
ecosystem where activity and interactions frequently migrate from some platforms 
to others (which we refer to here as the “Incelosphere”). Research into the incel 
subculture has thus far only focused on either specific platforms (such as Reddit 
[Farrell et al. 2019], 4chan [Nagle 2015], YouTube [Papadamou et al. 2020], and 
dedicated Incel forums such as incels.co and incels.me [Baele et al. 2019; Jaki et 
al. 2019]) or/and on what Ging (2019) calls “flashpoint events” (such as 
“#gamergate” or “The Fappening”, see Massanari 2017). 

2. Discussions amongst the community appear to have become increasingly political 
and extremist, which is indicative of some form of behavioural dynamics in relation 
to the internal ideological contagion of the most extreme ideas. Incel discussions 
have recently been shown to score similar levels of “toxicity of discussion” as well-
known far-right platforms like Gab (Ribeiro et al. 2020). 

3. It has also incorporated concepts seen before in other, particularly far-right, 
extremist ideologies, which is indicative of ideological contagion between different 
extremist belief systems. In turn, the growth of the incel community has meant that 
particular ideas, jargon and attitudes have permeated to adjacent extremist 
movements. As Kimmel’s (2018) work has for instance shown, the far right and 
other extremist groups are now adept at exploiting male anger and ‘aggrieved 
entitlement’ to further their own causes. Such cross-pollination of ideologies 
remains, however, insufficiently studied. 

4. The incel movement seems to have also spread to other countries outside of North 
America and Canada (Witt, 2020), demonstrating geographical contagion of a scale 
still unknown. 

 
 
We use both interpretive examination of textual and image content and advanced 
computational methods to map the incelosphere and to track its dynamics of contagion 
along four key axes: 
  
1. Radical contagion: the dynamics through which the most extreme ideas gain (or lose) 
traction within the Incel subculture. 
2. Platform contagion: the ways in which Incel ideology spreads across different digital 
platforms. 
3. Ideological contagion: the pathways by which Incel subcultural practices have 
contributed to - but also drawn from - other extremist ideologies to create a ‘cross-
pollination’ of ideas, chiefly with aspects of the online far-right. 



 

 

4. Geographical contagion: the geographical spread of the Incel movement, with the aim 
of evaluating its prominence in the UK and the Republic of Ireland. 
 
 
The aim of this research is to understand more precisely how the four main contagion 
processes listed above define the evolution of an online movement which has been 
linked to several incidences of gender-based terrorism over the last decade. While the 
majority of research conducted to date has focused on the analysis of static datasets 
captured from a singular platform, this study tracks the movement and transfiguration of 
incel ideology across several pivotal pathways. Such a detailed and dynamic 
examination enables us to better understand how and why young men become 
radicalised into this ideology, how its ideas are communicated internally and externally 
(linguistically and through images, e.g. memes), and how they spread and manifest 
across other platforms, groups and geographical spaces. Ultimately, it is hoped that 
such knowledge can be used to help de-radicalize disenfranchised and socially isolated 
men from involvement in these digital communities. 
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