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Social media platforms are ubiquitous in today's Internet. Accepting that these digital intermediaries "govern the Internet" (Suzor 2019: 168), it matters which rules they are bound by and bind themselves to. Platforms had for a long time successfully positioned themselves in the "sweet spot" between beneficial legislative protections and a remarkable absence of obligations (Gillespie 2010: 348), yielding little need to take direct responsibility for the content of users. During the last decade however, and specifically since 2016, public and policy pressure has pushed platforms to become something different: not the allegedly neutral tech companies, but powerful intermediaries responsible for the functioning of public discourse and democracy. As a result, platforms have developed (more or less) elaborate policies that in effect govern who can say what when and where on the Internet. Platforms have struggled to develop their positions and processes for handling contested and delicate issues such as hate speech and misinformation, and the policies are still changing regularly. This highly dynamic situation indicates a low level of stability and institutionalization (Barret & Kreiss 2019; Katzenbach 2021; Katzenbach et al. 2021). Taken together, this makes platform policies a key site to investigate today's internet power relations, and the tech giants' strategies to "re-fashion the world in their own image" (cf. CfP). It is the locus where the power of the "new governors" (Klonick 2019) becomes manifest, and yet it is still subject of negotiation and adoption.

This panel examines how platform policies have come to be the way they are today, the influence of legal principles and political processes on them, and their enactment in practices and organizational processes. By studying the written (and unwritten) policies of social media platforms across different topical areas such as copyright, hate speech and account verification and on different levels of content moderation, we aim to better understand how these intermediaries indeed govern the Internet. The (1) first paper on copyright content moderation investigates platform policies with regard to copyright in detail across fifteen platforms and a time period of more than ten years. The analysis shows that platform regulation in this area has evolved drastically over this time period with changing normative types (rights, obligations, expectations, principles) and subjects of moderation, resulting in a complexification and commodification of copyright content moderation. The (2) second paper provides a typology of verification policies across several major platform companies, building on the examination of how platforms as diverse a eBay, Pornhub, Twitter, Airbnb and others, have developed processes and policies to classify some users, things, and places as 'official,' or 'authentic.' The analysis shows how verification is not just a matter of identity authentication, but that verification policies also importantly signal organizational and institutional relationships between platforms and their user groups that can confer significant material and social benefits. The (3) third develops a critical approach to the relationship between human reviewers and AI in content moderation adopting a decolonial perspective. By looking at the entanglements in the enforcement of platform policies, this paper explores the actual means by which human moderators input AI systems with their decisions and asks to what extent this relationship is one of AI-employee-collaboration, a form of colonization of the imagination, or of knowledge expropriation. The (4) fourth paper
adds a socio-legal perspective to the debate on the influences on (and principles embedded in) platform content moderation policies. Using the theoretical framework of digital constitutionalism, the paper examines to what extent either human rights standards or demands by civil society activism can represent a fitting standard for platform content moderation policies. Analyzing the policies and moderation practices of YouTube, Twitter, TikTok and Meta, the paper finds a great degree of institutional isomorphism between them but also significant discrepancies with regard to the adoption of these standards. The paper also suggests that new actors like Meta’s Oversight Board already play an important role in the translation process.

Taken together, the papers of this panel analyze crucial power dynamics and inequalities embedded within and extending beyond (social media) platform policies. For this, the panel brings together different disciplines and methods and fosters a productive multidisciplinary conversation and methodological exchange. This examination of the social, political, legal and economic underpinnings of recent changes in platform policies from a global perspective will allow us to better understand the ability of platforms to “re-fashion the world in their image” and to foster change.
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Introduction

Platform governance and content moderation are a key site of the struggle to define the Internet, its power relations, and the tech giants' strategies to "re-fashion the world in their own image" (cf. CfP). While the politicization of these questions with the advent of the tech lash 2015-17 and its focus on hate speech and misinformation might be considered a rather recent phenomenon, controversies on the responsibility and liability of platforms and service providers have been around since the commercialization of the Internet in the 1990s. Copyright has been a key topic among these long-standing debates, and continues to provide a rich source of contestation. Massive public protests have, for example, accompanied the adoption of the recent copyright directive of the European Union, with critics anticipating forced censorship by the tech platforms and the end of the Internet as we know it, once the directive comes into effect. That is why it constitutes a particular instructive topic to study from a long-term perspective how power relations shape the Internet as we know it.

Investigating platform power by looking at copyright content moderation

While there is now ample research on different aspects of platform governance, there is surprisingly little empirical research on copyright content moderation. Acknowledging that platform policies, or “platform law” (Kaye 2019), are where the ways in which “digital intermediaries govern the Internet” (Suzor 2019: 168) become manifest, researchers have, for example, studied policies on hate speech (Siapera & Viejo Otero, 2021), misinformation (Keulenaar et al., 2021), or child abuse (Tarvin & Stanfill, 2022). Others have systematically compared policies across platforms and topics (Buckley &
Schaefer, 2021) and highlighted the dynamic nature of policies and their responsivity to public and policy pressure (Barrett & Kreiss, 2019; Katzenbach, 2021). With regard to copyright, platform policies are not yet well researched. Given that earlier work has identified structural overblocking of content (i.e. blocking and deletion of content legally does not constitute copyright infringement) by platforms and providers (Urban et al., 2018; Erickson & Kretschmer, 2018; Lester & Pachamanova, 2017; Bar-Ziv & Elkin-Koren, 2018), there is evident need to more closely examine the copyright policies of platforms and their changes over time. Copyright content moderation is potentially one of the key mechanisms to execute structural power over the circulation of content and creativity online. Powerful actors such as media companies have in the past repeatedly mobilized copyright claims and enforcement mechanisms to strengthen their positions and to disadvantage independent creators and publishers as well as users and citizens.

Against this background, this paper describes a longitudinal study on how platforms have handled copyright-related questions in their content policies, that is the Terms of Services, Community Guidelines, and Copyright Policies. We study these questions across a diverse selection of social media platforms and over a time period of more than ten years, in order to understand the dynamics and changes across time and across different platforms. In the analysis we (1) explore which kinds of public documents and rules fifteen major and niche platforms have adopted to regulate copyright content moderation, we then (2) examine in detail how the rules of a selection of six of these platforms changed over time, and then (3) finally discuss and compare the enforcement of these policies in platforms' automated copyright content moderation systems.

**Results: Complexification and concentration of platform power**

Our analysis shows that copyright content moderation has evolved drastically over the recent two decades. These results specifically show along our two dimensions of analysis: the different normative types platforms use to regulate, moderate and evaluate content, including: rights, obligations, expectations, principles, and procedures; and the differing subjects of copyright content regulation, including: infringement avoidance, manual content removal, automated moderation, disputes, penalties, exceptions, transparency, and monetisation.

In sum, the results suggest that two dual processes seem to mark the development of platforms' copyright content moderation over time. Firstly, there has been a process of complexification and opacification. Our empirical work indicates that virtually all 15 platforms’ T&Cs have become more intricate, in various ways and to different extents, a process that was deepened by the emergence of automated copyright content moderation systems. It seems evident that the structures we studied became increasingly harder to understand and, sometimes, even to observe. Such opacification was neither necessary nor necessarily justifiable, the paper argues. We characterize the second process as platformisation and concentration. Our research demonstrates that platforms have altered their rules so as to subsume copyright content moderation to their own interests, logics and technologies. As with complexification, platformisation
has been experienced differently by different platforms and deepened by the rise of automated systems. This has seemingly led to a concentration of power in the hands of not only platforms themselves but large rights holders as well, the paper concludes.
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As platforms come to embrace their role as mediators of the Internet, they are increasingly using tools like verification (i.e. the blue checkmark used by Twitter and Instagram) as a way to distinguish between official and unofficial sources. For instance, the online adult video platform, Pornhub, announced they had removed all unverified videos, limiting uploads to verified users only (Cole, 2020). The move followed an investigative opinion piece by The New York Times’s Nicholas Kristof that followed the lives of sexual abuse victims whose videos were uploaded to the site. Kristof alleged that rape videos, including child rape videos, were allowed to remain and spread on the site unchecked (Kristof, 2020). In response, major payment companies like Mastercard and Visa began their own investigations, eventually announcing they would stop processing payments with Pornhub (Robertson, 2020). Pornhub’s move to “verified users only” means that uploads can only come from official content partners and members of their “Model Program” (Pornhub, 2020). Pornhub Verified, which requires content partners to send in a current photo ID for performers, has drastically reduced the amount of content available on the site. All the same, victims of child sex trafficking who had their videos uploaded to the site have argued in a recent lawsuit that the new rules have not gone far enough, noting that the company has made “no effort” to verify the identity of all performers in a video (Ross, 2021).

Pornhub, however, is not alone in this move towards prioritizing verified users and content as a way to mitigate content concerns. Platforms have begun embracing more publicly their role as mediators of information, and between interest groups vying for status online. What is happening on Pornhub and many other platforms is part of this broader shift: many, even most, platforms are using “verification” as a way to distinguish between sources, often framing these efforts within concerns about safety and trustworthiness. For instance, Airbnb announced in 2019 that it would verify all of its listings (Yaffe-Bellany, 2019), including the accuracy of photographs, addresses, and other information posted by hosts about themselves and their properties. Tinder has rolled out a blue checkmark verification system to deter catfishing, asking users to take selfies in real time and match poses in sample images (Carman, 2020). Perhaps in recognition of the importance verification will play in the future of the internet, Twitter
has opened a draft of their new verification system to public comment (Twitter, n.d.; Twitter Inc., 2020). As work by Caplan & Gillespie (2020) has demonstrated, other platforms where legacy media and amateur content creators converge, such as YouTube, have different content moderation rules and processes for different user groups.

A Typology of Verification Practices and Policies

This paper explores how platform companies use verification policies as a way to differentiate between users and goods over their networks. Verification will play an important role in the future of platform governance, and how platforms implement verification policies and processes will have important consequences for participation, inclusion, and diversity online. This paper is an overview of verification policies and practices across major platform companies. This includes social media platforms such as Weibo, Instagram, Twitter, and Tiktok using blue checkmarks to verify identities, organizations, or signal official sources, e-commerce platforms such as eBay and Amazon verifying sellers and products, transportation platforms like Uber who use tools like facial recognition to verify the identity of drivers, and platforms like Airbnb, that are using verification as a way to review the “quality” of goods for consumers. This paper uses publicly available documents from platform companies, including community guidelines, user interfaces for verification, terms of service agreements, and posts from corporate blogs and websites, as well as other public statements made by company representatives. I use the WayBackMachine to understand how these policies have changed over time. I also rely on search engine and social media trade reporting.

This paper finds a broad range of verification policies and processes across these major platforms, and holds that verification is not just a matter of identity authentication (van der Nagel, 2020). Rather, verification policies signal organizational and institutional relationships between platforms and their user groups that can confer significant material and social benefits. Examining verification policies in detail, and doing so through this comparative approach, provides a lens into understanding a platform’s economic and institutional ties as they mediate between the users and organizations on their networks.
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**Paper 3**

**HUMAN REVIEWERS & AUTOMATIC DETECTION SYSTEMS: ARE THEY AI-EMPLOYEE COLLABORATION, COLONIZATION OF THE IMAGINATION OR KNOWLEDGE EXPROPRIATION?**
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The paper develops a critical approach to the relationship between Human Reviewers and AI in content moderation adopting a decolonial perspective. Specifically, we ask to what extent the relationship between Human Reviewers and AI systems is one of employee collaboration, a form of colonization of the imagination, or a form of knowledge expropriation. To formulate this thought, the paper draws upon the
influences from Aníbal Quijano’s theory of the coloniality of power and the question of knowledge as a product of a subject-object relation (2007). It also draws on Eugenia Siapera’s work in AI Content Moderation, Racism and (de)Coloniality (2021), and Sarah Roberts work on Human Review Moderators (2019).

Content moderation is an essential and structural feature of platforms that responds to a security rationale by which large volumes of harmful content should be efficiently removed (Siapera 2021, Siapera and Viejo Otero 2021). In relation to content moderation, Mark Zuckerberg announced in 2017 the hiring of ten thousand employees, ‘for safety and security, with the possibility of extending that number to twenty thousand’. In January 2018, Mark Zuckerberg reiterated that ‘to prevent hate speech and ensure the security of the platform, Facebook invests in staff and technology in equal parts so that Facebook invests around 14,000 people working across communities’. By 2019, Facebook had a total of ‘30,000 people working at Facebook just for safety and security where half of those are content reviewers’. Therefore, it could be argued that Mark Zuckerberg’s actions indicate that Human Reviewers and AI’s relationship is indissoluble in the eyes of tech companies, and that content moderation is a growing labour market for individuals who possess specific technical, linguistic and cultural knowledge.

Indeed, Social Media platforms are interested in presenting Human Reviewers and Automated systems under the lens of mutual collaboration. Human reviewers are guided by content standards and their task is to review all posts and publications flagged as potentially harmful. These teams are often determined by the languages and cultures of the individuals in these teams, so that moderators are people with necessary cultural and linguistic knowledge to decide over content. Whereas the role of automatic systems is to faster eliminate material that repeatedly appears on the platform and that platforms recognise as harmful. Considering that human moderation was implemented before Automatic Systems, it could be suggested that human moderators have continuously generated knowledge that the companies have accumulated to input their algorithms.

Different, however, is how human reviewers experiment their working relationship with AI. Often, literature refers to the relationship between Humans and AI systems as ‘human-Al partnership’, ‘human-Al teaming’ (Nguyen et al 2018, Barro & Davenport 2019) or human-Al collaboration (Ashktorab 2020). This literature assumes that humans cooperate and align their interest with the interest of Social Media Platforms around moderation and security (Chandrasekharan et al 2017, Lai et al 2022). However, there is a dearth of empirical knowledge about if human teams perceive this relationship as a collaboration, as knowledge expropriation (Heiman and Nickerson 2004, Quijano 2007) or even as a colonization of the imagination (Quijano 2007).

In light of this gap, the present paper questions if AI’s relationship in Content Moderation can be leveled as ‘human-Al teaming’, which implies equal collaboration, or as ‘human-in-the-loop’ by which AI receives input from the human to improve its performance without human acknowledgement and consent. To answer this question, this paper empirically relies on a series of in-depth interviews with human moderators. Questions explore human reviewer’s daily activity, how and if they actively input AI
systems, and if so, what are the actual means by which this occurs. Data from the human reviewers will be analysed through the analytic lenses of team-AI collaboration, expropriation of knowledge and colonisation of the imagination. In doing so, this paper aims to contribute to deciphering the extent by which colonial practices operate in the social media environment.
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**A Dilemma for Social Media Content Governance**

One of the main issues of global content governance on social media relates to the definition of the rules governing online content moderation worldwide (Gillepsie 2018). One could think that it would be sufficient for online platforms to refer to existing international human rights standards. However, a more careful analysis shows not only that international law provides exclusively general principles, which do not specifically address the context of online content moderation. But also that a single human rights standard does not exist as even identical provisions and principles are interpreted by courts in different ways across the world. This is one of the reasons why, since their birth, major social media platforms have set their own rules, adopting their own peculiar language, values and parameters in their platform policies (Suzor 2019). Yet, at the same time, this normative autonomy too has raised serious concerns. Why should private companies establish the rules governing free speech online? Is it legitimate to depart from minimal human rights standards and impose more (or less) stringent rules?

The current situation exposes a dilemma for online content governance that seriously affects the operations of social media companies and impacts on the exercise of fundamental rights by users as well as digital policy strategies. On the one hand, if social media platforms simply adopted international law standards, they would be
compelled to operate a choice on which model to follow – for example, between a US freedom of expression-dominated approach or a European-style standard, which balances freedom of expression with other social values. Moreover, they would also need to put in place a mechanism able to translate, or ‘operationalise’, such general standards in their platform policies (Suzor 2018). On the other hand, where social media platforms adopt their own values, rules and terminology in their policy documents, thus departing from international law standards, they are accused of censorship or laxity, intrusiveness or negligence.

**Translating International Human Rights Standards into Platform Policies?**

In this paper we address this conundrum. The paper investigates this topic from a multidisciplinary perspective, drawing from the expertise of the authors in law, political science and communication studies. We argue that the key to solving this dilemma lies in the capacity to define specific principles and values for as the foundation of platform policies, a task which is part of the broader process of constitutionalising the digital society and is the main aim of the new ideological movement called ‘digital constitutionalism’ (Celeste 2019). To this end, the paper will explore civil society declarations articulating constitutional principles related to content governance, the so-called Internet bills of rights (Celeste 2018).

We argue that the potential of international human rights law in offering much needed normative guidance to content governance is circumscribed by three interrelated factors. First, international human rights law is – by design – State-centered and hence does not go a long way in attending to human rights concerns in the private sector (Lwin 2020). Second, international human rights law standards are couched in general principles, and hence, less suited to apply in the context of platform content moderation which requires a rather granular and dynamic system of norms. Third, the generic international content governance standards have not adequately been unpacked by relevant adjudicative bodies to make them fit for purpose to the present realities of content moderation and for inclusion in platform people in particular.

Civil Society declarations constitute a source of normative standards for platform policies that have been so far neglected by the scholarship. Over the past few years, a series of initiatives have emerged at societal level, and especially among civil society groups, to articulate rights and principles for the digital age (Redeker et al. 2019). The output of these efforts mostly consists of non-legally binding declarations, often intentionally adopting a constitutional tone and therefore termed ‘Internet bills of rights’. They can be considered as expressing the “voice” of communities that struggle to propose an innovative message within traditional institutional channels: one of the layers of the complex process of constitutionalisation (Celeste 2021) that is pushing towards reconceptualising core constitutional principles in light of the challenges of the digital society. Moreover these texts can provide an idea of which human rights standards are currently promoted by the communities within which social media platforms operate. This section illustrates the findings of a content analysis on a
database of 40 Internet bills of rights including principles related to online content governance.

Finally, we illustrate how social media platforms deal with the content governance dilemma outlined previously. Both international human rights law and civil society documents speak to platform policies and those who design them. By comparing four major social media platforms - Meta, Twitter, TikTok and YouTube - in order we examine how substantive and procedural principles entailed in their policy documents relate to the standards stemming from international human rights law and internet bills of rights. This analysis is based on primary, publicly available data provided by the platforms, including their policy documents and enforcement reports, and secondary literature. This section examines differences and similarities between the Twitter Rules, Meta’s Community Standards, TikTok Community Guidelines and YouTube Community Guidelines. A comparison of principles found in civil society declarations and international human rights law with the platform policies shows great divergence of adoption of the former. The analysis also shows how emerging actors, specifically Meta’s Oversight Board, engage in the translation work of external standards into platform policies.
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