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1. Introduction
In this abstract we show the results of an interdisciplinary research in which we audit fake
human faces (deepfakes) generated by the website This Person Does Not Exist (TPDNE),
and discuss how this system can help perpetuate normativities supported by a
dependency on a limited database. Our analysis focuses on the “default generic face” we
created by overlapping random samples of fake faces generated by TPDNE's algorithms.
Independently of the group of fake human faces sampled, the same generic white face
always appeared as a result (Fig. 1).
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Fig. 1: “Default generic face” – overlapping 3000 random fake faces by
TPDNE. Credit: Bernardo Fontes and Lucas N. Sequeira / GAIA

Faces algorithmically generated are part of the improvements in the CV field since 2014,
with the development of a machine learning infrastructure called Generative Adversarial
Network – GAN (Goodfellow et al., 2014). The increase of hardwares processing
capacities made the intensive use of this infrastructure viable, recently allowing the
construction of more realistic images of humans, animals and objects from the new GANs
known as StyleGAN (Karras et al., 2019) and StyleGAN2 (Karras et al., 2020; Nie et al.,
2020).

Created in 2019, TPDNE is the result of using this last specific GAN and it was only
achievable thanks to the use of the database of real human faces from the
Flickr-Faces-HQ database, with 70 thousand high definition images. Every time the
website is refreshed, its AI renders a new (and fake) human face.

The rise of CV has prompted several debates such as the “algorithmic injustices” (Noble,
2018). In this research we are particularly inspired by specific analysis of datasets such as
the auditing on ImageNet conducted by Prabhu and Birhane (2020), and also the social
and cultural impacts that those systems reflects in society approaching cultural aspects
(Mintz et al., 2019) or to certain phenotypic subgroups (Buolamwini and Gebru, 2018).

Fig. 2: Samples of fake human faces generated by TPDNE.

2. Methodology
We first built a database with 4100 fake human faces taken from TPDNE website via web
scraping. Then, we analysed them through a Python language script created by us, and
discussed behaviours identified in this StyleGan2. Our analyses are based on the use of
specific images created from a subset of overlapping fake human faces available in our
database. These resulting images, called here “cluster-images”, were made from the
overlapping of N arbitrary images generated by the TPDNE's algorithms.



3. What does this face tell us?
3.1.  A face that imposes itself independent of the selection in the dataset
To prove this statement, we first created six “cluster-images” by overlapping fake faces
scraped from TPDNE (Fig. 3), each formed by different amounts of images. We observed
that the resulting “cluster-images” are similar: a person with white skin, dark eyes and
brown hair, characteristics that are preserved regardless of the number of different fake
faces overlapped.

Fig. 3: Set of six images resulting from overlaps each with a
number of different images. The “cluster-images” A, B, C, D, E
and F were generated by, respectively, 10, 30, 100, 300, 1000
and 3000 images taken from our database randomly and
without repetition.

To assess how these “cluster-images” are similar to each other, we created a set of 20
“cluster-images” for each value of N. In each set “cluster-images” with a fixed N, we
calculated the mean deviation between the images in them (Fig. 4). This curve reveals that
the degree of similarity increases exponentially for “cluster-images” that were generated
with a larger number of data. From more than 1000 images, we can assume that the
“cluster-images” generated are the “default generic face” of the database (Fig.1; E and F
in Fig. 3). This experiment shows that, when we talk about the TPDNE's algorithms, a
larger data volume does not mean an increase in the diversity of results, but the contrary.

Fig. 4: The chart represents the mean standard
deviation curve between set images assuming
different values of N, each generated by 20
different “cluster-images”.

3.2.  Faces of black people as unlikely
We also analyzed how the image database behaves in relation to skin tones diversity. For
this, we selected all the faces of black people from a set of 4100 TPDNE results – there
were only 54 faces, which represents 1.4% of the whole set, which per se shows this
racialization and whiteness of the dataset. With these images we generated a
“cluster-image” (A). We also selected 54 random images of white faces to create another
“cluster-image” (B) for comparison (Fig. 5). Finally, we conclude that the “cluster-image”
generated by white people is visually more similar to the “default generic face” than the
“cluster-image” generated by faces of black people. This is empirical evidence that the
creation of fake faces is not independent of characteristics such as whiteness imposed by
processes that are already historically known.



Fig. 5: “Cluster-images” of two overlaps: A (54 images of
different fake faces of black people) and B (54 different
fake faces of white people).

4. Why is this research important?
These results intrigue us because they are part of a first generation of realistic images
created independently from the human eye, since they are synthesized solely by
algorithms – a new chapter in the history of post-photography (Beiguelman, 2020). But
also, particularly because the lack of diversity of TPDNE's generated faces is not a bug in
this digital infrastructure, but a reinforcing standard dynamic that historically regulates
bodies, territories and practices, from which the computer sciences are not removed. It is
not by chance that Beiguelman (2020) also raises the question: are fake human faces the
announcement of a new era of the eugenics of images?

Why, for example, is there a generic smile on “default generic face” and in all the fake
human faces in TPDNE? What does it hide from us? Thousands of precarious crowdworks
(as Turkers) organizing the Flickr-Faces-HQ database may be one of the answers (Karras
et al., 2019). The fact that this StyleGAN was only possible thanks to the use of amateur
personal images posted on Flickr (Smits and Wevers, 2021) and taken without the consent
of its authors also tells us a lot about how data is made available to train Artificial
Intelligence.
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