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 Our social lives are being increasingly governed by algorithmic, artificial intelligence 
(AI) and automated decision-making (ADM) systems. If users are being the subject of 
the governance by algorithms (Just and Latzer, 2017), and companies and regulators 
have been proposing ways for governance of algorithms (Saurwein, Just and Latzer, 
2015), what role is there for the user? Often put aside, this third actor in the tripartite 
network of technology-regulation-user(s), almost doesn’t have a say in if and how this 
governance is taking place. With this paper, we aim to tackle this issue. We are 
interested in a third type of governance — where users have also governing power(s) 
over algorithmic systems.   
  
 
 Our main research question is how do we enable users to actively govern algorithms, 
instead of passively being governed by them? And what do the users need in order to 
be algorithmically governed in such a way that will enable for more agency, autonomy 
and control when interacting with AI systems and being an object of their algorithmic 
outputs.  
 
 
 We take the theoretical conceptualizations about algorithmic governance (Katzenbach 
and Ulbricht, 2019; Latzer and Festic, 2029; Introna, 2016) and the related notion of 
algorithmic governmentality (Bellanova, 2017; Rouvroy 2013, 2020) as a starting point 
for discussing the state of how it is so we arrive to what ought to be. Algorithmic 
governance is becoming a pervasive form of (co-)governing that affects and influences 
users’ behavior by steering actions, and limiting and influencing choices (Latzer and 
Festic, 2019), affecting users’ autonomy and agency. It is understood as a form of social 
ordering that governs (by shaping, enabling and constraining activities) (Latzer and 
Festic, 2019)) by relying “on coordination between actors, is based on rules and 



 

 

incorporates particularly complex computer-based epistemic procedures.” (Katzenbach 
and Ulbricht, 2019, p. 2). This notion is closely related with that of algorithmic 
governmentality, understood as “government of the social world that is based on the 
algorithmic processing of big data sets rather than on politics, law, and social norms” 
(Rouvroy, 2020; see also Rouvroy, 2013 and Bellanova, 2017). As Beer (2017) outlines 
— algorithmic systems participate in a kind of a social ordering of the world, having a 
“constitutive or performative role in ordering that world on our behalf.” (p.4). Since users 
are being governed without real knowledge, control, agency and autonomy over both 
the algorithmic processes and the data collections enabling them, we aim to sketch a 
possible path for reversing the imbalanced power positions.  
 
 
 In order to investigate what is it that users need to actively participate into governance 
of algorithms, we designed and conducted a participatory technographic (Bucher, 2012) 
research with 47 participants. We opted for a guided and supportive process where 
participants were able to reflect on the process, formulate and elaborate their insights, 
thoughts, needs, and requirements based on their lived experience, i.e., after a real 
interaction with these algorithmic systems. Through a guided multi-stage process, 
consisting of taking a survey, filing a Subject Access Request (Article 15 of the General 
Data Protection Regulation) and purposeful interaction with the Transparency tools of 
the platform of their choice (Facebook, Instagram, Twitter, Spotify, Netflix, Tinder, 
Google and TikTok), during a period of three months, the participants provided us with a 
series of outputs. One of the outputs, in a form of pre-structured diary, required them to 
compile a list of requirements for agency and trust. We used these outputs as inputs for 
our analysis.  
 
 
 We focus on agency because it is a prerequisite for a “power to” as an opposite of 
“power over”, characteristic for algorithmic governmentality. Our results show that 
agency is preconditioned by three elements: to be provided with information, to be able 
to gain knowledge and to be afforded with ability(/ies). The first two are foundational 
elements that will enable individuals to act/have agency. These abilities range from 
having control over data flows and cycles, to influencing algorithmic outputs and acting 
with autonomy and self-reflection. 
 
 We translate the requirements of ability to see, know and act into 3 main principles — 
the “power to” requires the elements of (data-, outputs-, self-) sovereignty, transparency 
and explainability. Transparency, or ability to access to information, is the first 
important, but not sufficient element. Explainability, or the opportunity and ability to gain 
knowledge, should provide individuals with agential power, ability to act and thus, to 
(re)gain sovereignty.  
 
 
 These requirements and principles should be implemented at either interface only or 
both interface and infrastructure level. These leads to what we call agency affordances. 
Agency affordances are potentialities for action, where the possibility to act with agency 
is coupled with the ability to act. While the aim of embedding interface agency 
affordances via elements (located in specific buttons and features (Bucher and 



 

 

Helmond, 2018) is to promote and make agency visible, agency affordances need to be 
“programmed” at system level (to make agency doable) via functions, enabling agency 
through different dynamics, conditions, and practices. 
 
 
 When programming and embedding agency affordances, it is important to keep in mind 
that they require the coming together of various actors, processes, infrastructures, and 
levels, happening both before and after the development and employment of AI 
systems. As such, their implementation is context, user, and system dependent. And 
since exercising agency also requires not just the possibility, but also the knowledge of 
how to act and of ability to act, attention should be dedicated to improving literacy and 
skills efforts. However, to mitigate overburdening the individual, regulation should play 
supporting, by crucial part too.  
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