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Introduction 
 
Palantir is one of the most secretive technology firms in the US. The company supplies 
information technology solutions to government agencies, humanitarian organizations, 
and corporations, focusing specifically on data integration and surveillance services. 
Several qualitative studies have examined use of Palantir’s products in field operations 
by police agencies through ethnography and legal case studies (Brayne, 2020; 
Ferguson, 2017) or have conducted critical and rhetorical analyses of Palantir’s 
marketing, reports, and the public-facing associated literature describing Palantir’s 
software products and services (Munn, 2017; Knight and Gekker, 2020).  
 
To investigate Palantir’s opaque technology practices, this paper presents findings from 
a computational topic modeling of a purposive sample (n=155) of Palantir’s patents filed 
from 2006-2019 in the US, Germany, Australia, UK, and EU, along with a description of 
key patent topics and themes. This approach follows the spate of recent literature that 
uses patents as primary data for researching opaque information technology firms.  
 
In recent years, press reporting has covered Palantir’s links to the US National Security 
Agency’s (NSA) surveillance operations through the Edward Snowden whistleblowing 
revelations, accused Palantir of human rights violations “targeting parents and 
caregivers of unaccompanied migrant children” according to Amnesty International, and 
reproached Palantir’s unethical approaches to responsible corporate conduct. Yet, 
Palantir recently received a valuation totaling $20 billion USD and the number of 
academic studies about Palantir’s organization and software can be counted on one 
hand. This article contributes to this scholarship by providing firsthand, primary source 
documentation of Palantir’s surveillance platform, explaining how the company imagines 
and describes its technical capabilities.  
 



Methods 
 
For this study, we scraped all Palantir’s “ontology” patents (as of 08/25/20) from Google 
Patents. This produced a purposive sample (n=155) of Palantir patents, consisting of 
5197 pages, over 2.5 million words, and over 18.5 million characters. We then prepared 
the dataset for processing by stripping all the metadata and special features, converting 
formats, compressing, and collating the patents together. Topic modeling was 
performed using a bag-of-words model and Latent Dirichlet Allocation (LDA). We 
collaboratively and iteratively reviewed the results and identified 20 topics that were 
modeled from the output containing 20 most frequent words related to each topic. We 
then developed 3 overarching themes that emerged from these 20 topics. 
 
Findings 
 
Some of the more interesting patents in our dataset include those with titles describing 
data integration, context-building processes, entity, property, and relationship 
identification, and threat detection. Table 1 below is a small sample of patent titles 
extracted from our corpus. 
 
Table 1. Sample list of Palantir ontology patent titles. 

 
  
Along with titles, the corpus included metadata for patent ID codes, assignee names, 
inventor’s names, priority dates, filing and creation dates, publication dates, result links, 
and representative figure links, among other common structured information found in 
technology patents. Among the 155 patents only 51 have been granted, indicating that 
at the time of collection roughly a third of Palantir’s ontology patents had been granted 
by the patent and trademark offices of their respective countries. This does not mean 
that a large majority of these patents will fail to become granted, as the longest 
observable time between priority date (first date) and grant date (final date) was 12 
years, from 11/20/2006 to 8/28/2018, and many patents among the corpus were given 
priority dates only within the last few years. Among the countries and regions in which 
the patents were filed, the breakdown was 31 from the European Patent Office, 4 from 
Germany, 1 from Australia, 1 from the UK, 1 from the Netherlands, and 117 from the 
US, clearly showing that Palantir files most of their ontology patents domestically. 
Among proper names, we distilled platform companies’ names from the corpus. These 
included Amazon, Apple, Facebook, Google, Instagram, LinkedIn, Microsoft, and 



Twitter. Google and Microsoft were mentioned much more overall than the other 
companies in the Palantir patents, usually in the context of integrating data from the 
services that they offer. The data here shows that Palantir envisions its products 
integrating data from the products and services of platforms. Table 2 below shows the 
custom proper name keywords and most common proximal word frequencies. 
 
Table 2. Custom proper name keywords and most common proximal word frequencies. 

 
 
Our main analysis object was the topic modeling, which included the topics, associated 
keywords for each topic, and our own manually chosen examples taken from the data in 
the form of excerpts. The two sets of topics, keywords, and examples are presented in 
Tables 3 and 4.  
 
Table 3. Topic modeling for topics 1-10. 

 
 



Table 4. Topic modeling for topics 11-20. 

  
 
Finding 1: Labeling Human Traces and Sorting Actions 
 
The first thread (Table 5) represents topics related to labeling human traces, sorting 
actions, and identifying normative flows of actions in information systems to flag fraud, 
alleged criminality, hacking, or unusual events. By labeling data with formal ontologies, 
knowledge of detection, prediction, and analysis can commence (i.e., beginnings of the 
data funnel).  
 
Table 5. Finding 1: Labeling human traces and sorting actions. 

  
 
Finding 2: Leveraging Ontologies, Semantic Data Structures for Integration 
 
It is in the second thread where we can see themes related to the development of 
schemas, graphs, and ontologies for data integration in service of network ties and the 
visualizing of objects and the relationships between them. The topics in this second 
theme represent a higher level of abstraction from topics in the first theme, and instead 
the focus here is on second order meaning that emerges from observing big data from 
several heterogenous sources. These trends rely on compilation, and meaningful 
assembly in volume of databases from different domains. At this scale, compelling 



evidence is found between these disparate domain entities, instead of labeling objects, 
events, and actions.  
 
Table 6. Finding 2: Leveraging ontologies, semantic data structures for integration. 

  
 
Finding 3: Data Work, Interpretation, Processing for Management, Analytics, 
Prediction 
 
The last strand of topics (Table 7) reveals the software as a service items that Palantir 
provides to its customers, that is, the ability to make meaningful representations out of 
the information that users receive in the form of dashboards, visualizations, interfaces, 
documentation, communication, etc. These topics focus on how Palantir allows its users 
to manage data at scale using informative client or server-side systems to support 
prediction and decision analytics. Actionable items occur at this end stage of the data 
funnel, provided by data that have been semantically baked through the data work, 
interpretation, and processing for management, analytics, and prediction that occurs in 
Palantir’s platform ecosystem that supports knowledge workers and data professionals.  
 
Table 7. Finding 3: Data work, interpretation, processing for management, analytics, 
prediction. 
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