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In recent years, algorithmic filtering and ranking of digital content on social media, in the
news, and on streaming platforms, increasingly shape user information behaviour, even
while users themselves are often are not aware of the influence of algorithms (i.e.,
Bodle, 2014; Eslami et al., 2015; Zanker et al., 2019). Given the rapid development of
algorithmic distribution systems and the scope of influence they have on users’
information diets, and as a consequence, on their perception of important societal
matters, it is necessary to research how these algorithms function, which effects they
might have, and whether they are biased in certain ways (Loosen et al., 2016).

The algorithms used by online platforms such as Facebook or YouTube rely on
state-of-the-art big data and machine learning techniques. Because of their complexity
and multiple variables involved in the process of automated curation of information
distribution, these algorithms often turn into black boxes even for the developers who
created them (Pasquale, 2015). In addition, these algorithms are the intellectual
property of corporations which developed them, meaning that researchers do not have
access to their source code and can only obtain limited data about the ways these
algorithms function. For these reasons, it is difficult to study the effects of algorithmic
filtering and ranking on the distribution of societally relevant information, but not
impossible - researchers can use algorithmic auditing in order to infer the patterns in the
ways the algorithms function (Mittelstadt, 2016).
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In our paper, we introduce a novel approach for large-scale algorithmic auditing based
on the use of virtual agents. In contrast to earlier studies into algorithmic ranking (i.e.,
Hannak et al., 2017; Kulshrestha et al., 2017; Puschmann, 2019), which tend to either
rely on small data samples or do not control for external variables (i.e., the effect of time
on the results), we developed infrastructure that allows conducting auditing experiments
in a fully controlled testing environment. Specifically, our infrastructure enables
simulating the synchronous activity of a large number of autonomous agents and
tracking their browsing behaviour as well as interactions with online platforms
(Makhortykh, Urman, & Ulloa, 2020).

As a case study, we deploy the larger sample of virtual agents (n=200) to investigate
how YouTube recommendation algorithm filters and ranks information related to the
far-right terrorist attack in the German city of Halle in 2019. Using a series of
experiments in the controlled environment, we investigate how content
recommendations produced by YouTube in relation to the attack differ depending on the
kinds of videos about Halle watched by the agents. Specifically, we compare differences
between recommendations for news videos produced by mainstream news agencies
(e.g. ZDF) and political bloggers with different ideological positions.

Our findings highlight several important aspects of YouTube recommendation
algorithms in relation to terrorism-related news distribution. Firstly, we identify the high
degree of randomization that leads to fundamentally different recommendation
trajectories despite the same starting conditions (i.e. the uniform pre-history of watched
content) and identical behaviour patterns. Secondly, we find significant differences in
the algorithmic filtering/ranking between the browsers, in particular higher consistency
of recommendations for the agents who interacted with YouTube via Firefox.

Finally, we find that the recommendations for the agents watching right-leaning news
videos on the Halle attack are slightly more consistent than those for the mainstream
and left-leaning ones. The latter observation suggests that the degree of randomization
for recommendations related to right-wing news content on YouTube is lower, hence
increasing the probability of formation of an isolated information environment or a “filter
bubble” (Pariser, 2011). However, considering that even in this case YouTube
recommendations tend to be strongly randomized and predominantly entertainment-
and not politics-related, our findings suggest that YouTube algorithm is more of a great
randomizer than a “great radicalizer” (Tufekci, 2018).
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