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Data mining algorithms are fast replacing traditional social sorting mechanisms in 
creating, recreating and reifying social identities (Lyon, 2003; Willson, 2013; Zarsky, 
2002), and are now used to sort people in a growing variety of fields – banking, 
insurance, education and more (Kennedy, 2016; Kockelman, 2013; O’Neil, 2016). But 
while previous social sorting mechanisms have predominantly relied on different 
theories (or lay theories) to supply the basic discursive, theoretical and lingual building 
blocks for identity construction, algorithmic classification often lacks a theoretical and 
lingual base, and is accordingly seen as beyond interpretation or explanation (Hallinan 
& Striphas, 2014); beyond symbols or discourse (Gillespie, 2014), and hence, as a post-
hegemonic (Beer, 2009; Lash, 2007) or post-textual (Andrejevic, Hearn, & Kennedy, 
2015) way of government.  
 
However, algorithms depend on the people who design and use them, and are the 
result of constant interactions between human actors and computer code (Bucher, 
2012; Crawford, Miltner, & Gray, 2014; Morris, 2015). Therefore, theory, language and 
expertise still play a role in the creation and implementation of such algorithms. But 
what role do they play? What kinds of theories take part in algorithmic sorting, in the 
algorithmic construction of identities? Are "human technologies" (Rose & Miller, 2008), 
such as psychology or sociology, still needed in the process of sorting people, or are 
such experts replaced by mathematicians and engineers? Moreover, what role does 
language play in algorithmic sorting? And, if language is involved, does the use of 
lingual categories shed light onto algorithmic black boxes (Driscoll, 2014; Leese, 2014; 
Pasquale, 2015), or is it merely another measure of obfuscation? 
 
Relying on an ethnographic study of the Israeli data analytics' scene and on 40 semi-
structured interviews with Israeli data scientists, this paper offers a closer look at the 
epistemic amalgam of algorithmic profiling, and at the changing role of expert 
knowledge, theory and language in the algorithmic construction of identities. The paper 
aims to show that, while language and expertise are often described (by programmers 
and critical thinkers alike) as superfluous to algorithmic sorting, they still play an 
important role in this process. Accordingly, while algorithms can produce new and often 
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countless types of human categories, far beyond the known demographic or 
psychological ones (Rogers, 2009), such traditional categories still play a central role in 
algorithmic sorting, albeit one dramatically different than before. 
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